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Abstract

These notes are intended as a resource for myself; past, present, or future students of this course, and anyone
interested in the material. The goal is to provide an end-to-end resource that covers all material discussed
in the course displayed in an organized manner. These notes are my interpretation and transcription of the
content covered in lectures. The instructor has not verified or confirmed the accuracy of these notes, and any
discrepancies, misunderstandings, typos, etc. as these notes relate to course’s content is not the responsibility of
the instructor. If you spot any errors or would like to contribute, please contact me directly.

1 September 10, 2018

1.1 Basic notation
We denote
N={1,2,3,..1}
Z={.,-2-1,012..}
n
={— Z N
Q {m\ne ,m € N}

R = real numbers

We use C and C interchangeably, and use C for strict subsets. C or C is called “inclusion”, and D or D is called
“containment”.

1.2 Basic set theory

We denote X as our universal set. If {Aq}aiphacr is such that A, C X for all o € I (index set), then

UAa:{xEX]:BEAa for some a € I} (union)
ael
ﬂ Ay ={ze X |ze A, forall a €I} (intersection)
acl

Define for A, B C X

A\B={zrze X |zvec Az ¢B} (set difference)
AAB={rze X |zcAandz ¢ BORz € Band x ¢ A} (semantic difference)
A=X\A={zeX |z g A} (complement)
%) (empty set)
PX)={A|AC X} @eP(X),XePX) (power set)
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1.3 De Morgan’s laws
De Morgan’s laws states that given {Aq}aer C P(X)

(Ua) -

acl ael
C
() -y
acl ael

Question: what if I = @, what is (J,cp Aa? It is in fact |J ey Aa = @.
Note that (),cy Aa = X (from De Morgan’s Law, and also A, = AS,).

1.4 Products of sets, relations, and functions

Given XY define the product
XxY={(z,y)|zre X,yeY}

IfX ={z,....,2n}, Y = {y1,...,ym} then X xY = {(2,y;) | ¢ = 1,...,n j = 1,...,m} containing nm

elements.

Definition 1.1 (Relation). A relation on X,Y is a subset R of the product X x Y.
We write xRy if (z,y) € R. The domain of R is

{r € X |3y €Y with (z,y) € R}

which need not cover our universal set.
The range of R is
{y €Y | 3z € X with (z,y) € R}

Definition 1.2 (Function (as a relation)). A function from X into Y is a relation R such that for every x € X,
there exists exactly one y € Y with (z,y) € R.

Suppose that we have X1, Xo, ..., X,, non-empty sets. Define

X1><X2><...xXn:HXi:{(xl,xg,...,xn)|xi€X,-}
i=1

or a set of n-tuples.
If X; =X;=Xforalli,j=1,...,n, then

n n
[[xi=]]x=x"
=1 =1

Problem 1.1. Given a collection { X4 }acr of non-empty sets, what do we mean by [] o; Xa?
Motivation: consider X; x ... x X, = {(x1,...,zy) | x; € X;}. We choose some (z1,...,2,) € Hie{l,...,n} X;=1.
This point induces a function
n
f(xl,.,.,a:n) : {17 P TL} — U Xz
i=1

with f(1) =21 € Xu, f(i) =z, € X;, f(n) =z, € X, etc (i.e. this function maps each i to some element x; € X;).
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Assume we have have f: {1,...,n} — |J; X; such that f(¢) € X;. Then

(FW, f@)s-f) e I X

i={1,...,n}

We can see that

I xi={r:{1...n}>JX}
i={1,...n} i=1

that is the set of n-tuples has the same cardinality as the set of choice functions defined on the set of n-tuples.

Definition 1.3 (Product of sets). Given a collection { X, }4er of non-empty sets we let

[TXe={r:1-JXa}

ael a€el
such that f(a) € X (i.e [[oc; Xao is a “set of functions”). f is called a choice function.
Question: If X # @, is [[,c; Xo # 97

2 September 12, 2018

2.1 Zermelo’s Axiom of Choice

Question: If {X,}aer is a non-empty collection of non-empty sets is

HXayéz

acl

This is analogous to saying: given a collection of non-empty sets in R, how would you choose an element from
each subset of R? This is easy if they were subsets of N (take the least element which exists by the well-ordering
principle) but much more difficult in R.

Axiom 2.1 (Zermelo’s Axiom of Choice). If {X,}aer is a non-empty collection of non-empty sets, then [[,.; # @.
Equivalently we have an analogous version:
Axiom 2.2 (Axiom of Choice V2). If X # @, then there exists a function

f:PX)\{9} =X

such that f(A) € A for all A € P(X)\ {@} (we can always pick out a subset (e € P(X)) from a non-empty set A).

2.2 Properties of relations

Definition 2.1 (Relation properties). A relation R on X (i.e. RC X x X) is
1. reflexive if x R z for all x € X
2. symmetricifz Ry=y R=x
3. anti-symmetric if z Ry and y R x, then z =y

4. transitive if x R y and y R z implies xRz
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2.3 Partially and totally ordered sets

Example 2.1. Let X =R. We have z R y iff x < y.
Note that < is reflexive, anti-symmetric, and transitive.

Example 2.2. Let Y # @ and X = P(Y).
We write A R B iff A C B.
Note that C is reflexive, anti-symmetric, and transitive.

Example 2.3. Let Y # @ and X = P(Y).
We write A R B iff B C A.
Note that C is reflexive, anti-symmetric, and transitive.

Definition 2.2 (Partially ordered sets). A set X with a relation R on X is called a partially ordered set if R is

1. reflexive
2. anti-symmetric

3. transitive

(R is a partial order on X if it satisfies these three conditions).
We write (X, R) and call this a poset.

Definition 2.3 (Totally ordered sets). If (X, R) is a poset, then if A C X and Ry = Rj4x4 then (A, Ry) is a poset.
We say (A, Ry) is totally ordered if for each z,y € A either x Ry or y R x. We also call totally ordered sets
chains.

How many partial orderings can we have for a given set X (i.e. the number of ways to define partial order relations)?

Example 2.4. Let X = {z}. We have one relation R = {(z,x)} (from X x X) and thus 1 partial ordering.

Example 2.5. Let X = {z,y}. We know posets (X, <) must be reflexive, thus we have one relation where z < x
and y < y.

We can also have a poset with the reflexive relations above as well as x < y. Similarly we can have a poset with
y .

Example 2.6. Let X = {z,y, z}.

Figure 2.1: Hasse diagrams for the possible (X, <) posets (an edge downwards from a to b denotes a < b; note
reflexive a < a is assumed automatically).

We have the poset with just the reflexive relations e < e for e € X.

We have the poset with the reflexive relations and x < z and y < z (3 posets with permutations).

We have the poset with the reflexive relations and = < y and x < z (3 posets with permutations).

We have the poset with the reflexive relations and x < y and y < z (6 posets with permutations).

We have the poset with the reflexive relations and y < z (6 posets with permutations, not shown in diagram above).

Note that when identifying these posets isomorphisms, we should not draw lines between two elements a < b if the
transitive property already implies that. For example if we had the chain a < b < ¢, the diagram with a line from «a
to ¢ would be redundant (thus we will end up double counting).
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2.4 Bounds on posets

Definition 2.4 (Upper and lower bounds). Let (X, <) be a partially ordered set.
Let A C X. We say that o € X is an upper bound for A if x < z( for all x € A.
If A has an upper bound, we say it is bounded above.

If A is bounded above then x( is the least upper bound if

1. zg is an upper bound of A
2. If y is an upper bound of A then zy < y.

We write xg = lub(A) or zgsup(A) (supremum).
If o = lub(A) € A, then ¢ is the mazimum in A.
Similarly we define the same for lower bounds (infimum).

Example 2.7. Let X = R and < the usual ordering.
Fact 2.1. Every non-empty subset that is bounded above has a least upper bound (LUBP (lub property) for R).

Example 2.8. Let Y # @, X = P(Y), and < be C (ordering by inclusion).
Y is the maximum element of (X, C).
If {Aa}aer C P(X) is bounded above by Y, but note that

lub({Aq }Yacr) = U A,
acl

glb({Aa}acr) = () 4a

ael

Recall that if I = &, then the glb is all of R: this is in fact correct (it’s the greatest set that is a lower bound for
relation C).

3 September 14, 2018

3.1 Maximal

Definition 3.1. Let (X, <) be a partially ordered set. An element x € X is maximal if whenever y € X such
that x <y, we must have z = y.

Example 3.1. Suppose we have x < x, y <y, and z =< z. Then all of x,y, z are maximal.
Suppose we have z < z and y < z (as well as the reflexive relations). Then only z is maximal.
Suppose we have x < y and = < z (as well as the reflexive relations). Then y and z are maximal.
Suppose <y < z (and transitives). Only z is maximal.

Suppose & < y (and transitives). Then both y and z are maximal.

For X # @ and (P(X),C), X is maximal.

For X # @ and (P(X), D), @ is maximal.

For (R, <) has no maximal element.
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3.2 Zorn’s Lemma

Axiom 3.1 (Zorn’s Lemma). If (X, <) is a non-empty partially ordered set such that every chain S C X has an
upper bound. Then (X, <) has a maximal element.

We can apply Zorn’s Lemma to prove a fundamental linear algebra theorem:
Theorem 3.1. Every non-zero vector space V' has a basis.

Proof. Let £L ={A C X | Ais linear indep.}. Note £ # & because V' # {0}.
Order £ with C.
A basis is a maximal element in (£, C) (if we add vector to this basis, it would be a linear combination of the basis
vectors by definition of a basis).
Let S = {Aa}aer be a chain in £. Let Ag = U,e; Aa-
Choose z1,...,x, € Ag distinct elements where x; € A,,. Assume that aqz; + ... + apzy, = 0. But z; € A,, and
we can assume that
Aoy CAL, C...C Ay, = {x1,...,20} C Ag,

Soa; =0foralli =1,...,n, thus Ag is an upper bound of S. By Zorn’s Lemma we have a maximal element which
will be a basis. O
3.3 Well-ordered

Definition 3.2 (Well-ordered). We say that a partially ordered set (X, =) is well-ordered if every non-empty
subset A of X has a least element in A.

For example, (N, <) is well-ordered.

Note that if a set is well-ordered it must also be totally ordered (how would you compare some arbitrary element to
the least element if the set was not well-ordered?)

Axiom 3.2 (Well-Ordering Principle). Every non-empty set of Z* can be well-ordered.
Theorem 3.2. The following are equivalent:
1. Axiom of Choice
2. Zorn’s Lemma
3. Well-Ordering Principle
Example 3.2. Let X = Q. Define the function ¢
2mE" it m >0

)=141 ifm=0
37T ifm <0

o

m
n

Note that ¢ : Q — N is 1-1. (we could have used any combination of unique primes, as long as we ensure there is a
1-1 mapping).

Note that we can map the rationals to a subset of N, thus the rationals are well-ordered by the Well-Ordering
Principle.

Note that we also have r < s <= ¢(r) < ¢(s) (¢ is an order isomorphism).
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3.4 Equivalence relations and partitions

Definition 3.3 (Equivalence relation). Let X be non-empty. A relation ~ on X is an equivalence relation if
the relation is

1. reflexive
2. symmetric
3. transitive

Observation 3.1. Let [z] = {y € X | 2 ~ y} or the equivalence class of X.
Then

1. Either [z] = [y] or [z]N[y] = @
2. X = Uexle]
Definition 3.4. Let X # @. A partition of X is a collection {A,}aer € P(X) such that
1. A # 0
2. AgNAg=0ifa#p
3. X = Upes 4a

Observation 3.2. If {A,}qer is a partition of X and z ~ y iff x,y € Ay, then ~ is an equivalence relation (i.e. if
we start with a partition based on some relation ~, we can show ~ is an equivalence relation).

Example 3.3. How many equivalence relations are there on X = {1,2,3}? We can count the number of partitions:
L{{1}. {2}, 131
2. {{1,2,3})
3. {{1,2}{3}} (3 permutations since (g))

Example 3.4. Let X be any set (empty or non-empty). Define ~ on P(X) by A ~ B iff there exists f: A — B
that is 1 — 1 and onto.
~ has properties:

reflexive Take id : A — A where id(z) =z
symmetric If we have f: A — B then we have f~!: B — A since f is bijective.
transitive If we have f: A — B and g : B — C, then we have go f: A - B

thus ~ is an equivalence relation.
For X = {1,2,3}, we have four equivalence classes on P(X): one for every possible subset size (0,...,3).
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4 September 17, 2018

4.1 Cardinality

Definition 4.1 (Equivalence of sets). We say that two sets X and Y are equivalent if there exists a 1-1 and onto
function f: X — Y. We write X ~ Y.

Definition 4.2 (Cardinality). If X ~ Y, we say that the two sets have the same cardinality and write | X| = |Y|.

Definition 4.3 (Finite sets). X is finite if X = @ or if X ~ {1,2,...,n} for some n € N. If X ~ {1,...,n} we
say X has cardinality n and write | X| = n. We let |@| = 0.

Definition 4.4 (Infinite sets). X is infinite if it is not finite.

Example 4.1. We know N is infinite. We claim {2, 3, ...} is also infinite.
Note that f: N — {2,3,...} where f(n) = f(n+ 1) is a 1-1 and onto map, thus N ~ {2,3,...} so {2,3,...} is
infinite as well.

4.2 Pigeonhole Principle
Question 4.1. If n # m, can {1,...,n} ~ {1,...,m}?
Theorem 4.1 (Pigeonhole Principle). The set {1,...,n} is not equivalent to any proper subset.

Proof. We prove this by induction on n.

Base case Note that {1} « @.

Inductive step Assume the statement holds for {1,...,k} for some k.
Suppose that we had a 1-1 function f : {1,2,..., k,k+1} — {1,2,...,k, k+1}\{m} forsome m € {1,... k+1}.

We have one of two possibilities:

m =k -+ 1 Then
finy Lo k) S L LR {f (R 1))

where f|4 is restrict of f to A.

77777

m # k + 1 Assume that f(jo) =k + 1 and also m € {1,...,k}.
Note if jo = k+1, then firy, xy : {1,---,k} = {1,...,k}\ {m}, which is a contradiction of the inductive
hypothesis. Thus jo # k+1so f(k+1) #k+ 1.
Let g: {1,....,k+1} = {1,...,k+ 1} \ {m} where

kE+1 ifi=Fk+1

g(i) =< f(k+1) ifi=jo
110 ifi#k+1,7

so g is a 1-1 function where g(k + 1) = k + 1, but we already know that such a function cannot exist
thus this is impossible.
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Corollary 4.1. If X is finite, then X is not equivalent to any proper subset.
Proof. If we assume there is a 1-1 and onto g : X — A C X, then for some m # n we could apply
f{1,...,m}) =X and f~1(A) = {1,...,n}, thus

—1
a,...mExsesals g0

which would contradict the Pigeonhole principle since n < m. O

4.3 Countable

Definition 4.5 (Countable). We say that X is countable if either X is finite or if X ~ N.

If X ~ N we can say that X is countably infinite and we write |X| = |[N| = X or aleph naught.

4.4 Infinite sets has countably infinite subset

Proposition 4.1 (Infinite set has countably infinite subset). Every infinite set contains a subset A ~ N.

Proof. Assume X is infinite. Let f : P(X) \ {@} — X where for every A C X the Axiom of Choice permits
f(A) € A.
Let 21 = f(X). We define recursively

Tpy1 = f(X \{z1,...,20})

This gives us a sequence {z,,} = {x1,z2,...,Zn,...} = A~N. O]
Corollary 4.2. Every infinite set X is equivalent to a proper subset.
Proof. Given X construct {z,} as above. Define f : X — X \ {x1} by

) Tt ifx=x,
f@) = {x if v & {x,}

thus we have a 1-1 and onto function to a proper subset of X. O

4.5 1-1 and onto duality
Proposition 4.2. The following are equivalent (TFAE):
1. There exists f: X — Y that is 1-1
2. There exists g : Y — X that is onto
Proof. 1 — 2 Assume f: X — Y is 1-1. Define g: Y — X by

() = xz if y = f(x) for some z
g xg for some arbitrary xg € X

2—1 Let g: Y — X be onto and let h: P(Y) \ {&} be a choice function.
For each x € X define
f(a) = h(g~ ({z}))
where g1 ({x}) = {y € ¥}
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4.6 Partial order on cardinalities

Definition 4.6 (< relation on cardinalities). Given X,Y we write |X| < |Y| if there exists a 1-1 function
[: X =Y (f(X)~X).

Observation 4.1. Note that |[N| < |Q] since f(n) = T is a 1-1 function f: N — Q.
Also |Q| — |N] since
2m3" iftm >0
m
57T ifm <0
where g is still a function by unique prime factorization of the integers.
Does this imply |[N| = |Q|, that is does | X| < |Y| and |Y| < |X| imply |X| = |Y|?

5 September 19, 2018

Note: theorems marked with (*****) are important and one should be familiar with the proof.

5.1 Cantor-Schréder-Bernstein theorem (*****)

Theorem 5.1 (Cantor-Schroder-Bernstein theorem). Let Ay C A; € Ay = A. Assume that Ay ~ Ag. Then
Ag ~ Ay
(aside: support f: X — Y is 1-1 and onto. Let A C B, then f(B\ A) = f(B) \ f(4)).

Proof. Let ¢ : Ay — Ag be 1-1 and onto. Let A3 = ¢(A;1) and Ay = ¢(As).
In fact, we let A0 = ¢(A,).

Notice that A,11 C A, for alln € Z7.

Key observation:

Ag = (Ao \ A1) U (A1 \ Ag) U (A3 \ A3)U...U () An
n=0

Similarly, we have

Ay = (A1 \ Ag) U (Az\ A5)U...U () An
n=1

We want to show there is a 1-1 and onto mapping between the two expressions for Ag and Aj.

Notice that the two () A, are equivalent since Ao N (021 An = (Noey An.

We can map (A1 \ Ag2) in Ag to (A1 \A2) in Aq, (A3\ A4) in both, etc. Note ¢ maps Ag\ A1 to ¢p(Ag)\P(A1) = A2\ A3
(from aside before).

More formally, we define f : Ag — A; by

x ifzeMNlgdn=si 4
f(l‘) =9 if x € A2k+1 \A2k+2 for k = 0,1,...
qb(x) if:UEAQk\AQk_H for k=0,1,...

Clearly f is 1-1 and onto, thus Ay ~ A;. O

Corollary 5.1. If A} C A, B; C B and A ~ By (ie. |A| <|B|) B~ A; (ie. |B| < |A]), then A ~ B.

10
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Proof. Let f: A— By and g: B — A; be 1-1 and onto functions.
Let Ay = g(By), then Ay C A} C A. Then go f : A — Ay is 1-1 and onto so A ~ Ay, thus by CSB we have
A~ Ay ~ B. O

Example 5.1. Back to the example where we have |Q| < |N| and |N| < |Q|, by CSB we have |Q| = |N]|.

5.2 Proving countability
Proposition 5.1. If X is infinite then |X| = |[N| = R¢ if and only if there is a 1-1 function f: X — N.

Proof. 1f | X| = |N|, then there is a 1-1 and onto function from f: X — N by definition.

Assume there exists a 1-1 f: X — N. Then | X| < |N|.

Since X is infinite, there exists a countably infinite subset of cardinality |N|, thus |[N| < |X|. By CSB we have
|X| = |NJ. O

Example 5.2. Show that N x N is countable.
Let f: N x N — N be defined as f(n,m) = 2"3™. Thus we have a 1-1 function from N x N to N, thus by the
previous proposition N x N is countable.

5.3 Uncountability and Cantor’s diagonal proof

Definition 5.1 (Uncountable sets). A set X is uncountable if X is not countable.
Theorem 5.2 (Cantor). (0,1) is uncountable.

Proof. Assume that (0, 1) is countable.
We can write

a; = 0.&11(112&13 e

as = 0.&210,22@23 e

ap = 0.an1a020n3 - . .

and these representations are unique if we do not allow the representations to end in a string of 9’s.
We want to construct some number b € (0, 1) that is not within our countable set.
Let b = 0.b1b> ... where

3 fap,=7
Thus b € our set. O

bn={7 if ann #£ 7

Corollary 5.2. R is uncountable.
Note that (0,1) ~ R since we have f : (0,1) — R where

f(z) = tan(mz — g)

which is a 1-1 and onto function.
We denote |R| by c.

Question 5.1. Given X,Y: is it always true that either

11
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L |X| =Y
2. |X| < |Y]
3. Y] < |X]

If we accept AC, the answer is yes.
If we do not accept AC, the answer could be no.

6 September 21, 2018

6.1 Comparibility of cardinals
Theorem 6.1 (Comparibility of cardinals). If X, Y are non-empty then either | X| < |Y] or |Y| < |X].

Proof. Let S = {(A,B,f) | ACX,BCY,f:A— Bisl-1and onto} (note S # @; take singletons from each
X,Y with trivial f).

Order S as follows: (Aj, By, f1) = (A2, Ba, f2) if A} € Ag, B1 C By and f; = Joja (this is possible since A1 C Ag
so restriction exists) (if any of the three conditions fail, we cannot order the two triples: this is fine since we are
only looking for a partial order).

Let C' = {(Aqa, Ba, fa) }acr be a chain in (S, <).

Let Ay = Uner Aas Bo = Uner Bas and fo : Ag = By by fo(x) = foo(x) if © € Ay, (we find the subset A, which
the point = we pick out from Ay is found in: then we take the corresponding function f,, as our function for that
point).

Note: if x € Ay, and x € A,, we can assume taht (Aq,, Bay, fa,) = (Aay, Bas, fa,) then

foa ($) = fag\Aal (:C) = fozz(‘r)
thus f is well-defined (it doesn’t really matter which f,, we choose since they’re all the same for a given point z).
We need to show

fo: Ao — Bg is 1-1 Let x1,22 € Ag, 1 # x2. We may assume that x1 € A,,, v2 € Ay, with Ay, C A,, thus
21,22 € Aq,. Since fo, i 1-1 (fo, (1) # fa, (72)) then fo(z1) # fo(z2).

fo is onto Let yo € By = yo € By, for some ayp.
Then there exists zg € Ay, With fo,(x0) = yo (since fo, is onto), thus fo(zo) = yo.

thus (Ag, Bo, fo) belongs to our set S (since fj is 1-1 and onto) and it is an upper bound for C (Ay, By are the
unions so they’re upper bounds for all A, B,, and f restricted to any subset is equivalent to the function on that
subset).

Let (A, B, f) be maximal in S by Zorn’s Lemma: we have three cases

1. if A= X, then |X| <|Y] (since we have a 1-1, onto function from X onto B C Y).
2. if B=Y, then |Y| = |A]|X]|
3. Suppose X \A# Fand Y\ B# 2. Let zp € X \ A, yo € Y \ B.

Let A* = AU{xzo}, B* = BU{yo}, and f*: A* — B* by

f*(ac)—{f(x) ifreA

Yo if £ =z

Thus (A, B, f) £ (A*, B*, f*) which is impossible (i.e. this case is impossible).

12
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6.2 Cardinal arithmetic

Sum If X = {z1,....,2,}, Y ={y1,...,ym} and X NY = &, then |X| =n, |[Y| =m, and [ X UY| =n+m
obviously.

Definition 6.1. Assume that X and Y are such that X NY = &, we define
X[+ Y] =[XUY]

(note if we had X7 ~ X5, Y1 ~ Yo and X1 NY; =@ and Xy NY; = @. We have X; UY] ~ Xy UY); since we
always have a 1-1 and onto mapping: simply partition points in X; U Y] into 1 € X; and x; € Y;: we have
1-1 mappings to each of Xy and Ya, respectively).

Question 6.1. What is Ry + Ry?
Let X ={2,4,6,...} and Y ={1,3,5,...} then X UY = {1,2,3,...} thus 8y + Ry = Yy by definition.

Question 6.2. What is ¢+ ¢ (|R| = ¢)?
Let X = (0,1) = |X|=cand Y = (1,2) = |Y| = ¢, then
c<|X|<|X|+|Y|<|R|=¢
thus by CSB we have c+ ¢ = c.
Theorem 6.2. Given X,Y if X is infinite, then
Lo X[+ [X] = | X]
2. [X|+ Y] = max{|X], [Y']}

Proof. 1. Exercise. (Hint: for countably infinite, we can create two countably infinite sets indexed by even
and odd numbers. For infinite sets, we simply take out a countably infinite set (by theorem) A;. If X'\ A;
is finite, then we are done. Otherwise we keep taking out countably infinite sets to form a collection of
disjoint countably infinite sets).

O
Multiplication Let X = {z1,...,2,}, Y ={y1,...,ym}, and X xY = {(z5,y;) |1 =1,...,n,5=1,...,m}.
Then | X X Y| =n xn.

Definition 6.2. Given X,Y define
(X[ Y] =X xY]|

Example 6.1. [N x N| = 8y, where define f(n,m) = 2"3" and g(n) = (n,n) (1-1 and onto functions).
Question 6.3. What is ¢ ¢?
Theorem 6.3. If X is infinite and Y # 0, then

L |X x X[ = |X| = |X|[X] = |X|
2. |X x Y| = max(|X],|Y])

13
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Exponentiation Recall if {Y, },cx is a collection of non-empty sets, then

zeX

IfY =Y, for all x € X we have
Y P =TexY ={f: X =Y}

Example 6.2. Let Y ={1,...,m}, X ={1,...,n}, then
X={f:{1,....n} = {1,...,m}}

What is |[YX|? It is m™ (for each 1,...,m, you have n choices thus we have m -...-m or m™).

Definition 6.3. We define
v X =y

Theorem 6.4. If X,Y are non-empty then

2. (JY|Xhi2l = |y |(XT12D)

7 September 24, 2018

7.1 2N =
Theorem 7.1. 2% = ¢.

Proof. Observation:
2% = {0, 1} = [{f : N = {0,1}}] = [{{an}pZs | an = 0,1}

Given a sequence {a,} € {0,1}", define
o({an}) = Z ?Tn

where ¢ : {0,1} — (0,1) is 1-1 (note that we cannot map to two of the same real numbers in base 3 unless we
had trailing 2s: but in this case we can’t have 2s).
So 280 < ¢,
Given a € (0,1) let

b

n
o = 27 bn = 0, 1

n=1

i.e. the binary representation of our « (there may be multiple binary representations, but we could just pick one).

Let v : (0,1) — {0, 1}, where

e}

9(0) = (> 22) = {bn)

n=1

so 1 is 1-1 which means ¢ < 2%, O

14



Fall 2018 PMATH 351 Course Notes 7 SEPTEMBER 24, 2018

7.2 Countable union of countable sets

Observation 7.1. Suppose that { X, }qer is a countable collection of countable sets.
Claim. |J,; X; is countable.

Note: we can assume that X; N X; = @ if i # j. Why? Otherwise we can let

EFi =X
Ey = X3\ E4
E3:X3\(E1UE2)

Note Ufil X; = U;ﬁl E;.
Let B, = {zn1,%n2, ...} (we need to use the Axiom of Choice here to pick out an enumeration of our set). Define
f : Ufil FE; - N ‘

f(an,;) =2"3

7.3 Cardinality of power sets
Question 7.1. Show that |P(X)| = 21X = |2X].

Solution. Given f: X — {0,1}let A={z € X | f(x) =1} C X.
Define I' : 2% — P(X) by T'(f) = f~'({1}). T is 1-1 (since two functions f differ only if they map something
differently, one to 0 and one to 1, thus they will map to different sets in P(X)).
Convsersely, given A C X define
1 ifzeA
Xa(x) = {

0 ifxgA
X4 € 2% (X4 is the characteristic function of A). We define ®(A) = X4, thus ® : P(X) — 2% is 1-1.
By CSB we have |P(X)| = [2%].
7.4 Russell’s Paradox
Theorem 7.2 (Russsell’s Paradox). For any X, [X| < 2X1.
Proof. Let f: X — P(X) defined by f(x) = {z} (1-1) thus |X| < |P(X)].

Claim. There is no onto function g : X — P(X).

Suppose we had such a g. Let A ={x € X |z & g(x)}.

Since A C X and ¢ is onto, there exists some z¢ € X with g(z¢) = A.

If xg € A, then zg € g(z9) = xo € A by definition of A, a contradiction.

If xg € A, then g & g(x0) so xy € A by definition of A, another contradiction.
Hence there must not be an onto function.

15
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7.5 Continuum Hypothesis
Axiom 7.1 (Continuum Hypothesis). If Ry < v < ¢ = 280, then either 7 = Ry or v = ¢ = 2%,

Axiom 7.2 (Generalized Contnuum Hypothesis). If | X| <y < 21X then either v = |X| or v = 21X,

8 September 25, 2018

8.1 Metric spaces

Definition 8.1 (Metric and metric space). Given X: a metric on X is a function d : X x X — R such that
1. d(z,y) >0 and d(z,y) =0 iff x =y
2. d(z,y) = d(y, v)
3. d(z,y) < d(x,z)+ d(z,y) (triangle inequality)

The pair (X, d) is a called a metric space.

Example 8.1. If X =R, let d(z,y) = |z — y| (standard metric on R).

Question 8.1. Can we define a metric on any X7
Yes: we have the discrete metric where

1 ifx#y
d(x,y):{o ifr=y

We can verify that all conditions for a metric is satisfied by d.

Example 8.2. Let X = R" and d2(7,%) = /(21 — y1)2 + ... + (¥, — Yn)2. This is the Euclidean or 2-metric
on R".

8.2 Norms

Definition 8.2 (Norm). Given a vector space V' (over R), a norm on V is a function ||-|| : V' — R such that
1. ||v]| > 0and |[v|| =0iff v =0
2. - vf| = laf][o]
3. v+ wl < flvf| + [Jwl]

Example 8.3. Define |-||2 on R? by

(@1, 202 = \/:1:%—1—1:%4-...4—:10,%

then ||-||2 is a norm. Note if n =1 we have ||z| = |z| or the absolute value.
Furthermore note that da(Z,y) = || — ¥|2-

Definition 8.3 (Normed linear/vector space). A pair (V,||-]|) is called a normed linear space (nls) or normed
vector space.

16
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Remark 8.1. Given a nls (V, [|-||) we can define a metric d.; on V by dj.(z,y) = ||z — yl|.
Note that this is a well-defined metric. Positive definiteness and symmetry properties are obvious. Let z,y,z € V

dj(2,y) =z =yl =[x = 2) + (z — yl|
<z =zl + |z =yl
=z — 2| + ly — ||
= djj (z, 2) + dj. (y, 2)

Other norms on R":

1. [|-][1 on R™ where [[(z1,...,2,)|1 = >~ |z;|]. Note that
=1

n

12+ 3l = > |z + wil
=1

n
< | + wil
i=1

n n

=D lzil + ) luil
i=1 i=1

= 12/l + [|711x

So we define di(Z,9) = > i |z — yil-

2. Let ||-||co (infinity norm) by ||#]|cc = max{|x;|}.
Positive definiteness is straightforward. Scalar multiple is obvious too.
Note for any 4, |x; + yi| < || + |yi|, thus max{|z; + y;|} < max{|z;|} + max{|y;|}.
We can thus define the metric doo (7, %) = ||oo(7 — 9) = max{|z; — yil}.

17
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05

-1

Figure 8.1: Diagrams for the [, norms “balls” where S, = {# € R? | ||Z], = 1}. In the diagram we have
p=1,1.5,3,6,00.

We observe that do < da < dy: the number of points with distance < 1 (inside their respective Sp balls) is
the smallest for dy, thus distances are “larger” for points in R2.

9 September 28, 2018

9.1 [, norm

Definition 9.1 (/, norm). For 1 < p < oo, define on R”

n
1
12, = (> _|asl?) 7
=1
we can also define the metric .
1
dp(Z,9) = (D i — wil”)?
=1

Note that [, for 0 < p < 1 results in a non-convex ball: this means any convex combination of two points may result
in a point outside the ball. This implies that the triangle inequality does not hold.

We can show that ||-||, is a norm.

9.2 Young’s Inequality

Lemma 9.1 (Young’s Inequality). If 1 < p < oo such that 1—17 + % =1 and if a, 8 > 0 then af < % + %.

18
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Proof. Let us draw u = t?~! where u is the y-axis and ¢ is the y-axis.
1
We bound the area with ¢ = o and u = 3. Note that the inverse becomes t = ur—1 = u9~! (where ﬁ = q — 1 after

a bit of algebraic manipulation).
We clearly see that the area above and below the curve is greater than the box, thus

a B
af < / = dt + / witdu
0 0

tpa uq B
= — —|——
p g
aP q
_ A

p q

9.3 Holder’s Inequality (*****)
Theorem 9.1 (Holder’s Inequality). Let % + % =1,1<p<oo Let &= (z1,...,2n) Y= (Y1,...,Yn). Then

n n n 1
S el < (Sl (Shult)’
i=1 =1 =1

Note p = 2 is the Cauchy-Schwarz Inequality (i.e. Holder’s is a generalization of Cauchy Schwarz).

3=

Proof. WLOG we may assume that Z, 3 # 0.

Note if o, 8 # 0 then
i " 1 - 1
Z|9Eiyz'| < (Z\:Udp)p : (Z\yi\q)q
i=1 i=1 i=1

holds if and only if

n n n

> l(awi)Byi| < (Z\ami\l’)% : (Z\gyi\qﬁ
=1 i=1 i=1

(we can arbitrarily scale our vectors &, 7). Hence we can assume that
" 1 " 1
(D_laifP)r =1= (D _luil?)
i=1 i=1
(that is we scale our vectors so that the above equality holds). By Jensen’s inequality we have

| |P n |yi|?
q

|lziy;] <

19
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Thus the sume over all : = 1,...,nis

zn:‘xy‘ < 2ica |zil” n i |yl
1Jdr| =

i=1 p q
1 1
=4+ =
p q

1

= (D Jaai’)? - ( Zw% )s

=1
O
9.4 Minkowski’s Inequality
Theorem 9.2 (Minkowski’s Inequality). Let 1 <p < oo. If Z = (x1,...,2,),¥ = (y1,..-,yn) then
1 1 " 1
zmw ) zw ()
i=1
i.e. the triangle inequality for I, norm holds
17+ Gllp < 12 + 171
Proof. We can assume that Z + ¢ # 0. We have
Z|xz+yz Z|$z+yz||xz+yz|p !
=1
n n
< > lmillzi + w0 il + yalP
i=1 i=1
n 1 1) ; 1 i (r—1)a\ -
< (D |wil?)r - Z\xz + ;| PD9) Z!yz!” Ve (D Ja 4yl P 09) 0
i=1 =1
where the last line follows from Holder’s inequality. Thus we have
1 " 1 " 1
Z|mz+yz = Z|xz‘p p (Z‘yz‘p)p) ’ (Z‘xi+yi|p)q
i=1 i=1
1-1 1 " 1
= Zm +yil < (Z!mdp)p + (Z|yi|p)p
i=1 i=1 i=1
n 1 n 1 n 1
= i yilr < (O _Jwl)7 + (O lwil?)”
i=1 i=1 i=1
as desired. 0

Remark 9.1. This shows that |-||, is a norm on R".
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Observation 9.1. Given 1 < p < g < oo we have [|-||oc < [||lg < [|]lp < |I+]1-

9.5 Sequence spaces

Definition 9.2 (Sequence space). 1. Let the I; space be defined as

L(N)=l ={{zn} | zn = R,Z|xn| < oo}
n=1

(i.e. sequences that converge).

We define a norm on [y
o

{en} e =) lzal

n=1

Let {z;},{yi} € 1. For alln e N

n A n n
D lmi il <Dl + Lyl
i=1 i=1 i=1
= [{zitl + [{yi}

hence Y72 @i + yi| < [[{@i}l1 + [{wi}l|1, thus {x; +v;} € I (finite sum) and the triangle inequality holds i.e.
{zi + wid e < [{zadl + [{wid -

Let {z;} € l1, @« € R. We know for a convergent sequence

o0 o0
D lawi| = laf ) |
i=1 i=1

thus {ax;} € li and [[{azi}|[1 = [af[{z:} i

Positive definiteness is trivial, thus [; is a vector space and (I1,|-|[1) is a normed linear space.

2. Let
loo(N) = loo = {{x;} | {x;} is bounded, i € N}

Define the norm on /4,

[{zitloo = lub{|z;[}  i€N
If {xl}7 {yz} € loo then
|lzi +yil < |zl + il < [{zitloo + [H{witlloo

for all i € N. So {z; + yi} € loo and {2 + yi}loo < i} loo + {5} loo-

Similarly {ax;} € I and [[{ax;}|lcoc = |@|||[{Zi}|lco. Therefore I is a vector space and (I, ||||co) is @ normed
linear space.
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10.1 Normed linear spaces on arbitrary spaces I

Question 10.1. Can we define [,(I') for any s € I' (i.e. can we define our normed spaces and norms on an arbitrary
set)?

Example 10.1. Let
loo(T)={f:T = R| f(T) is bounded}

If f€ls(I') define
[[flloc = Tub({|f(z)[ | x € T'})

Note if f,g € loo(T") and if @ € R then f + g € lo(I") where (f + g)(z) = f(z) + g(x) and we see that
lf 4+ glloo < | fllco + llgllco- Moreover if (af)(z) = af (x) (definition), then af € Ioo(T") and ||af||co = ||| f]]co-
Therefore (s, ||*]|co) is @ normed linear space.

Example 10.2. How would we define [;(I")?
We say that f belongs to {1 (I") if

Il =Wb{d | f(@)] | 1,....20 €T}
i=1

where n € {1,2,...} (i.e. a finite collection). Note that f must be bounded (otherwise we could choose some element
that contradicts our convergent series) thus [;(I') C oo (T).
We do get that (I1(T"), ||-]|1) is a nls.

Observation 10.1. If f € [(T') then for every n € N A4, = {z € T' | |f(z)| > 1} is finite.
Note that A9 = J,2; A, is countable where

n=1
Ao =A{z e[ |f(z)] # 0}

i.e. f must be defined on a set with at most countably many non-zero elements.

10.2 Normed linear spaces on continuous closed intervals

Example 10.3. Let X = C|a,b] = {f : [a,b] — R | f is continuous}.
Note that
[flloo = Tub{[f(2)[ | x € [a,b]} = max{|f(x)] | = € [a,b]}

f(z) is bounded since f is continuous and is defined on a closed interval.
Note that (Cla,b], ||-||ec) is a nls. Furthermore Cla,b] C lo([a, b]).

Example 10.4. Let X = Cla,b]. Note

b
T =/ F@)]dz < (b= a)l|lloe

Note that since f is continuous, the integral cannot be 0 unless f is zero so positive definiteness holds (note integral
not being 0 does not hold in general: e.g. if one had a function that is non-zero at only a single point = in the
interval [a, b]).
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The scalar multiple condition is trivial. Furthermore
b

I+ gl = [ 1760+ g(a) dz
a

b b
< [1r@)do+ [l da
— £l + llgll
THus (Cla, b],||-|[1) is a nls.

Example 10.5. Let X = C[a,b], 1 < p < co. Define

b 1
£l = ( / @) )

We claim (Cla, b], ||]|p) is nls.
The proof requires the use of Holder’s inequality where if ]% + % =1, then

Q=

b b L b
/ F(@)g()] dr < ( / @) ( / 1 (@)]9)

We later see that (Cla,b], ||-]|2) has a 1-1 mapping to l3(N)(?)

11 October 3, 2018

11.1 Normed linear spaces on linear maps

Example 11.1. Let (X, ||| x), (Y, |||ly) be nls. Let T': X — Y be linear. Define
1T} = Tub{[|Tz|ly | [lz]x <1}
We say that T is bounded if ||T'|| < co. We define
B(X,Y)={T:X — Y |T is bounded}

Claim. We claim that (B(X,Y),|]|) is a nls.
Let $,T € B(X,Y). Let ||z]x < 1.
Note

165+ T)(@)lly = [[S(z) + T(x)[ly
<IS@)ly + 1T (2)lly
< [ISl+ 1Tl

Thus S+ 7T € B(X,Y) and ||[S+T| < ||S||+ ||T]-
If « € R, then (note that T(ax) = aT'(z))

I(@S)lly = [(S(az)lly = [ad|S()]ly < |alllS()]ly

In fact

lub{[[(aS)(2)lly [ lzlx =1} = |aflub{||S(z)]y | |z[x = 1}
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Therefore (aS) € B(X,Y) and ||aS|| = |al]|S]].

11.2 Topology on metric spaces

Definition 11.1 (Open/closed balls and sets). Let (X, d) be a metric space.

open ball If zg € X, >0
B(zo,e) ={y € X | d(zo,y) < €}
is called the open ball centered at xy with radius e.
closed ball If zg € X, e >0
Blzo, el = {y € X | d(zo,y) < €}
is called the closed ball centered at xy with radius e.
open set We say that U € X is open if for each 2y € U there exists ¢y > 0 such that B(xg,€eg) C U.

Remark 11.1. Note that our definition of an open set hinges on the metric defined for open balls, hence a
set is open relative to the metric d specified.

closed set We say that F' C X is closed if F is open.

Proposition 11.1 (Unions and intersections on open sets). Let (X, d) be a metric space:
1. X, @ are open
2. If {Ua}aer is a collection of open sets then U = J,c; Us is open.
3. If {U1,...,U,} are open, then (', U; = U is open.

Proof. 1. If zp € X then clearly B(zg,1) C X thus X is open.

& is open vacuously.

2. Let U = Jpey Ua- Let 29 € U. There exists o with zg € U,,. There exists ¢g > 0 such that B(xo,€) C

Uy, C U.
3. Let mp € (), U;. For each i =1,...,n, we can find ¢ > 0 such that B(zo,¢;) C U;.
Let €9 = min{ey,...,€e,} then €y < ¢; for all i thus B(zg,€) C B(xo,€;) C U; for all i. Hence B(xg,€ey) C
ﬂ?:l Ui.
O

Proposition 11.2 (Unions and intersections on closed sets). Let (X, d) be a metric space:
1. X, @ are closed

2. If {F,}aer is a collection of closed sets then F' = () .; Fy is closed.

ael
3. If {F,...,F,} are open, then (J | F; = F is closed.

Proof. This follows from the fact that F' is closed iff U = F° is open.
The rest follows from the previous proposition with open sets and De Morgan’s Law. O
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Example 11.2. Let X any set, d be the discrete metric where d(z,y) =0 if z = y and d(z,y) = 1 if x # y.

Question 11.1. What sets are open in (X, d)?
X, is open.

Claim. {zo} is open since B(zg, 1) C {zo}.

Thus if A C (X,d) then A =|Jz € A{z} thus A is open.

11.3 Topology
Definition 11.2 (Topology). Given any X a set & C P(X) is called a topology on X if

1. X,0e$
2. If {Us}aer such that U, € S for all o € I, then U = |J,c; Uy is such that U € S.
3. If{Ul,...,Un}C%, thenU:ﬂylei€%

If (X,d) is a metric space then
Sy ={U C X |Uisopenin (X,d)}

is the d-topology associated with metric d.
(X, ) is called a topological space.

Example 11.3. Given X:

1. P(X) is a topology on X.
This topology S is called the discrete topology (i.e. this topology works when d is the discrete metric).

2. {@, X} is called the indiscrete topology.

12 October 5, 2018

12.1 Metric space properties
Theorem 12.1. Given (X,d) a metric space

1. B(xzg,€) is open

Proof. Let x € B(xo,€). Let r = d(z, x0).
Let o = € — r. Assume that y € B(x, «) then

A
d(l’o,y) < d(anl') + d(l‘,y)
<r4+au«

€

2. Blxo, €| is closed
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Proof. Let y € Blzo,€|®. Let r = d(zo,y). Let a =1 — €.
Assume that z € B(y, «). Suppose for contradiction that z € B[z, €]. Then

A
r= d($07y) < d(x(]v Z) + d(zvy)

<et+ o
=r
which is a contradiction hence z € Bz, €]°. O
. Every open set is the union of open balls
Proof. Let U C X be open. For each z € U let ¢, be such that B(z,€;) C U. Then
U B(z,e,) =U
zelU
O
. For each x € X, {z} is closed
Proof. Let y € X, y # x. Let r = d(y,x), Then = & B(y, §),
thus B(y, 5) C {x}° hence {x} is closed. O
Example 12.1. Let X =R and d(z,y) = |z — y|.
1. Every open interval is open.
Proof. Let I = (a,b) and a,b € RU{zxoo} be an open interval.
Let x € I. If e = min{l,2 — a,b — x} (we need the 1 for unbounded case) then B(z,¢€) C I. O

12.2 Equivalence class and decomposition of open sets

if U C R is open we can define ~ on U by x ~ y iff (z,y) (or (y,z)) C U: ~ is an equivalence relation.
Note that the equivalence class for x: I, = [z] is an open interval.
Furthermore if U is open in R then U is a union of a collection {I,}4cs of open intervals which are pairwise disjoint.

12.3 Decomposition of closed sets and the Cantor set

Question 12.1. Can every closed set in R be written as a countable union of closed intervals? No!

Example 12.2 (Cantor set). The cantor set is defined as such:
Let Py = [0,1]. Let P be Py with the middle open % removed i.e.

12 1 2

): [07 7] U [7’1]

Plz[()»l]\(gag 31V13

which is closed (verify via its complement). Similarly P, remove open middle % of each of the two closed interval in

Py

1 2 3 6 7 89
P=100,-]U[Z,2]Ul5, s]U[2, 2
» = 0,51V 51U 51Ul 5

C

]
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In general, P,1; is obtained by removing the open middle intervals of length 3,1% from each of the 2" closed
intervals in P,.

Let P =(),_, Pn the Cantor (ternary) set.

Properties of P:

1. P is closed since P, is closed (and it is an arbitrary intersection of closed sets).
2. x e Piffx =377, & where a, = 0,2 (i.e. the end points of our intervals i.e. when z has a base 3 expansion).

3. Note that |P| = 280 = ¢ (since every element can be mapped to a sequence of {0,2} which has cardinality
2%0),

4. P, does not contain any intervals of length > 3% so the interval — 0 in P.

Note that the Cantor set is an uncountable set that cannot be represented as the union of countable close intervals.
What is the length of the Cantor set? Note that the length of P, = (%)n (sum of all the individual intervals, which
we take away % each iteration), thus the length of the Cantor set should be 0.

13 October 12, 2018

13.1 Closures and interiors

Definition 13.1 (Closure). Let A C (X, d). We define the closure A of Atobe A = ({F C X | F is closed and A C
Note: A is the smallest closed set that contains A.

Definition 13.2 (Interior). We define the interior A° of A by A° =|J{U C X | U is open and U C A}.

Definition 13.3 (Neighborhood). We say that a set A is a neighborhood of a point x € X if z € A°.
Note a neighborhood of x € X if and only if there exists € > 0 such that B(z,e) C A.

Definition 13.4 (Boundary). Given A C (X,d) a point z is called a boundary point for A if for any ¢ > 0,
B(z,e)NA# @ and B(z,e) N A® # @.
We denote the boundary or the collection of all boundary points of A by bdy(A).

13.2 Boundary and closed sets
Proposition 13.1. Let (X, d) be a metric space and A C X. TFAE:

1. A is closed
2. bdy(A) C A

Proof. Suppose A is closed and x € A°. Then Je > 0 such that B(z,e) C A° = = ¢ bdy(A4) so bdy(A) C A.
Suppose bdy(A4) C A. Let x € A° so = & bdy(A). Hence there exists € > 0 such that either B(z,e) C A or
B(xz,e C A°, but x ¢ A thus B(x,€) C A° hence A€ is open so A is closed. O]
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13.3 Closure and boundary
Proposition 13.2. We claim A = A Ubdy(A4).

Proof. We claim bdy(A) C A. Let z € A°. Since A€ is open, there exists € > 0 such that B(x,e) C A°. Thus
x & bdy(A), so bdy(A4) C A. Therefore AUbdy(A) C A.

We claim A Ubdy(A) is closed. Let x € bdy(A Ubdy(A)). Given € > 0, we have B(x,e) N (AUbdy(A)) # @ and
B(z,e)N(AUbdy(A))¢ # @.

If B(z,e) N A # &, we are done. So we can assume that B(z,e) Nbdy(A) # @ (from the first # o).

Let z € B(z,e¢) Nbdy(A). Let r = d(z,z) and let a« = e — 7 > 0.

By the triangle inequality we have B(z,a) C B(x,€).

Since z € bdy(A) we have B(z,a) N A # & so B(xz,e) N A # 2.

Since B(z,e) N A # @ and B(z,¢) N A¢ # & (froms second # & above), then x € bdy(A).

Hence A Ubdy(A) is closed so A € AUbdy(A) since A is the smallest closed set containing A.

The result follows. O

Some examples of boundaries, interiors, and closures
Example 13.1. If X =R and A = [0,1), then bdy(4) = {0,1}, 4° = (0,1), and A = [0, 1].

Example 13.2. If X =R and A = Q, then bdy(A) =R, A° = &, and A = R.

13.4 Separable

Definition 13.5 (Separable metric space). A metric space (X, d) is separable if there exists a countable set A C X
such that A = X.
It is non-separable otherwise.

1. Every finite metric space (X, d) is separable
2. R is separable since Q = R
3. R™ is separable if dj, for all 1 < p < oo (p metric)

Claim. We claim Q" = R".

That is: we can approximate any point (x1,...,xy) in (R",d,) with points (r1,...,r,) € Q™ as closely as we
like.

Remark 13.1. A = X if and only if for every x € X and € > 0 we have B(z,¢) N A # &.
Definition 13.6 (Dense sets). A is dense in (X,d) if A = X.

Question 13.1. Is (11, ||-||1) separable? Yes.
Is (Ino, ||||cc) separable? No.

14 October 15, 2018

14.1 Limit points

Definition 14.1 (Limit point). Let (X, d) be a metric space, A C X. We say that z is a limit point for A if for
every neighbourhood N of zg we have that N N (A\ {z0}) # 2.
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Remark 14.1. NN (A\ {zo}) must be uncountable since if it was countable we could take the minimum of the
neighbourhood radius and create a smaller neighbourhood which must contain a point in A.

Equivalent for each € > 0, B(zo, €) contains a point in A other than x.
We often call limit points cluster points of the set A.
Let Lim(A) = {9 € X | zo is a limit point of A}.

Example 14.1. Let X =R and A = [0,1). Note that Lim(A4) = [0, 1].
Example 14.2. Let X = R and A = N. Note that Lim(N) = &.
Proposition 14.1. Let A C (X, d).

1. A is closed if and only if Lim(A) C A.

2. A= AULim(A)

Proof. 1. Forwards direction: if A is closed and z¢ € A¢ which is open. Je > 0 such that B(xg,e) C A°. Thus
xo ¢ Lim(A) = Lim(A) C A.

Backwards direction: Assume that Lim(A) C A. Let zp € A°. Since xo ¢ Lim(A), then there exists € > 0
such that B(zp,€) N A could only contain z(, which A does not, so B(zg,€) C A° thus A is closed.

2. We know A C A. If zg € A° open, then there exists ¢ > 0 such that B(wg,e) C A¢ which implies
B(xg,e) N A = @, so zg € Lim(A) = Lim(A4) C A and thus A U Lim(A) C A.

Claim. AU Lim(A) is closed.

Assume that g € (AULim(A))¢. Then there exists € > 0 such that B(xg,€)NA = @. Suppose for contradiction
that z € Lim(A) and z € B(xo, €) then since B(xg, €) is a neighbourhood of z then B(zg,€) N A # & which is
a contradiction, thus (A U Lim(A))¢ is open so AU Lim(A) is closed, thus A C AU Lim(A).

Therefore A = AU Lim(A).

14.2 Properties of interiors, closures, and boundaries

Proposition 14.2. Let A C B C (X, d).
1. ACB
2. int(A) Cint(B)
3. int(A) = A\ bdy(A)
4. bdy(A) = bdy(A°)
5. int(A) = (A°)°
Proposition 14.3. Let A, B C (X,d)
1. AUB=AUB

2. int(AN B) = int(A) Nint(B)
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Proof. 1. Note that

ACABCB=AUBCAUB
= AUBCAUB AU B is closed, closure is smallest containing closed set

Similarly A C AUB = A C AU B and similarly B ¢ AU B thus AU B C AU B. The result follows.

2. Exercise.

Question 14.1. s AN B = AN B?

Example 14.3. Let X =R, A=Q, B=R\ Q. Note that A=B =R, thus ANB =@ but ANB =R.

Question 14.2. Is B(xg,¢) = B[z, €]?
Yes under the Euclidean metric but consider the discrete metric:

Example 14.4. Let X any set with 2 or more elements and d the discrete metric.
B(zg,1) = {zo} but B[z, 1] = X.

14.3 Convergence of sequences

Definition 14.2 (Sequence convergence). Given a sequence {x,} C (X,d) and zg € X, we say that {x,,} converges
to x¢ if for every € > 0 there exists Ny € N such that if n > Ny then d(z,,z¢) < €.

This is equivalent to saying that {d(zy,x0)} converges to 0 in R.

We write

xrg = lim x,
n—oo

or T, — To.
If there is no such xy we say that the sequence diverges.

Theorem 14.1 (Uniqueness of limits of sequences). If {z,} C (X,d) with z,, — x¢ and =, — yo, then xg = yo.

Proof. Assume xg # yo. Let € = d(xo,y0). Then B(zo, 5) N B(yo, 5) = @ (follows from triangle inequality) but
there exists Ng € N so that n > Ny, x, € B(wo, §) N B(yo, 5) which is impossible. O

15 October 17, 2018

15.1 Convergence of sequences in R”

Example 15.1. Suppose X = R", d =d), for 1 < p < oc.
Let Zy = {(zk,1,Tk2, .- -, Tkn)} (sequence in R™).

Claim. 2, — Zy = (20,1, %0,2; - - - ; To,n) if and only if xy ; = zo; for all j =1,...,n.

In general note that |z ; — xo ;| < ||Zk — Zol|p-

So if T}, — Zo then xy ; — x0; for all j = 1,...,n by the squeeze theorem.

Assume zj, ; — o ; for all j.

If p = oo, since xy j — o for any € > 0 we can find kg such that if k > ko then |z} j — x| < eforall j=1,...,n,
which would imply ||Zx — Zol|co < € (since ||-||oo is the max over our js).

If p = 1, we repeat but with |z} ; — zo ;| < £.
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For 1 < p < oo repeat with |z ; — 2o j| < - since we have
nb
(D oy —wogl)? < (D (—)")?
J=1 j=1 n°?

so the result follows.

Example 15.2. Suppose X = (Cla,b], ||-||ec) (set of continuous functions on [a, b]).

Jo = [T fr = flloo = 0.

That is given € > 0 we can find Ny € N such that if n > Ny we have max|f,(z) — f(z)| < e. This implies uniform

convergence and pointwise convergence.

Theorem 15.1. Given A C (X,d)

1. zp € Lim(A) if and only if there exists a sequence {x,} C A with z,, # z¢ and x,, — xg.

Proof. Assume zy € Lim(A). We have that for each n € N there exists z, € B(zo,2) \ {zo}. Then

d(zp, x0) < % which implies x,, — xg.

Assume x,, — x9, T, # T, {Tn} € A. Let € > 0, for n > Ny we have x,, € B(xq, €) by definition of sequence

convergence. Thus xg is a limit point.

O

2. xo € bdy(A) if and only if there exists two sequences {z,} C A and {y,} C A¢ with z,, — z¢ and y,, — zo.

Proof. Similary to proof above: if zo € bdy(A), given any n € N we can find z, € B(x, %) N A and

Yn € B(zo, 1) N A°.
So {xn} C A, x, = zp and {y,} C A° and y,, — 0.

Assume {z,} C A, {yn} C A° and =z, — x0, yn — zo. For a given € > 0 we have for any n > Ny we have

Zn € B(xo,€) and y, € B(zo,€) thus z¢ € bdy(A).

3. A s closed if and only if whenever {z,,} C A is such that z,, - z9 € X then xy € A.

O

Proof. Forwards: Suppose A is closed and we have {z,} C A and z,, — xo.

Suppose also that xp € A° which is open. Then there exists € > 0 such that B(xzg,€) C A° = x,, & B(xo,¢€)
which is impossible.

Backwards (contrapositive): Suppose A is not closed. Then there exists xg € Lim(A) \ A. By (1), there exists

{zn} C A with z,, = 29 & A. Our statement follows by contrapositive.

Example 15.3. Suppose X is any set and d is the discrete metric.
T, — o iff there exists Ny € N such that z,, = z¢ for all n > Nj.

Remark 15.1. Let ¢g = {{zn} | limy 00 @, = 0} C loo (set of sequences).

Claim. ¢ is closed in l.

31
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Proof. Assume T}, = {z;}52, C co (sequence of sequences: kth element is a sequence indexed by j).

ll-llgo

Let @, = Zo where {0 ; };‘11 C ¢o (sequence of sequences converges to a sequence Zj).
Let € > 0. We can find Ny € N such that if £ > Ny [|Z% — Zolloc < §-

Let ko > No. Since &, € co, there exist Jy € N such that if j > Jy, then |z, ;| < 5.
If 5 > Jp, then

0,5 < |ko.j = Zo4| + |Tho 5
< € i €
22
=¢

So lim;_,o 2g; = 0 = o € co, thus ¢ is closed since our limit is in ¢o. O

16 October 19, 2018

16.1 Induced metrics and topologies

Definition 16.1 (Induced metric). Given (X,d) and A C X we define the induced metric d4 on A by dy :
A x A — R where da(z,y) = d(z,y) for all z,y € A.
We also denote dg = dj4x4-

Definition 16.2 (Induced topology). We define 74 the induced topology on A by
TA={W CA|W =Un A for some open U C X}

Claim. 74 is a topology on A (i.e. &, A € 74, closed under arbitrary unions, closed under finite intersections).
This follows clearly from the distributive property of unions and intersections.

Question 16.1. Is 74 = 74, (our previous definite vs topology induced by the induced metric)?
Theorem 16.1. 74 = 74,.

Proof. Assume W € 74. There exist U open in X such that W =U N A.
Let g € W. There exists € > 0 such that Bx(zg,€e) C U. But then

By(xo,€) = Bx(zp,e) N A
CUNA
=W

Therefore all open sets in 74 are open sets in 74, thus 74 C 74,.
Suppose W € 74,. For each xg € W, there exists some €, > 0 such that

Ba(zo,e:) SW =W = | ] Ba(zo, )
roEW

Let U = U%GW Bx (zp,¢€), but W = (U:poeW Bx (zp, e)) N A, so every W € 74, is definitely open in 74 since it is
the intersection of some open set U € 74, thus 74, C 7.
Thus 74 = 74,,. O
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16.2 Continuity in metric spaces

Definition 16.3 (Continuity). Given (X,dx),(Y,dy) and f : X — Y we say that f is continuous at z if for every
€ > 0 there exists § > 0 such that
dx(z,20) <0 = dy(f(x), f(z0)) <€

Theorem 16.2. Given (X,dx),(Y,dy) and f: X — Y then TFAE:
1. f is continuous at xg € X

2. If W is a neighborhood of f(x) in Y, then f~!(W) (pullback) is a neighborhood of z¢ in X, where
W) ={z e X | f(z) e W}.
Proof. 1 = 2 Assume f is cont. at zy and W is a neighborhood of yo = f(x¢). Since f(x¢) = yo € int(W), there
exists € > 0 such that By (yo,e) C W.
By continuity there exists some § > 0 such that if z € B(xg,0) then dy (f(x), f(z0)) < €, hence f(z) €
By (f(z0),€) C W, thus z € f~1(W), therefore xg € int(f~*(W)) so we have a neighborhood.

2 = 1 Suppose f~1(W) is a neighborhood of xq for each neighborhood W of yg = f(z0). Let ¢ > 0. Then
W = By(f(x0),¢) is a neighborhood of f(zo) thus U = f~!(W) is a neighborhood of zy in X where
zo € int(f~1(W)). Hence there exists some § > 0 such that Bx(wg,6) C U = f~1(W), thus we have
dx(z,z0) < 6 = dy(f(x), f(zo)) < € so we have continuity.

O

16.3 Sequential characterization of continuity

Theorem 16.3 (Sequential characterization of continuity). TFAE:
1. f: X — Y is continuous at zg € X
2. If {z,} C X with z,, — xo, then f(z,) = f(x0).

Proof. 1 = 2 Assume f is cont. at xg. Let x,, — z¢. Let € > 0, then there exists 6 > 0 such that if x € Bx(xg,d)
then f(x) € By (f(xo),€). Since z,, — ¢, there exists some Ny € N such that if n > Ny, z, € Bx(xo,d) =

f(zn) € By (f(20),¢).
2 = 1 We use the contrapositive.

Assume that f is not continuous at xg. Then there exists an ¢ > 0 such that for every § > 0, we can find
x5 € Bx(x0,0) such that f(xs) € By (f(z0),€).
In particular, for each n € N, there exists @, € By(z0, ) with f(2,) € By (f(20),€). Hence x,, — x0, but

f(an) # f(xo)-
O

17 October 22, 2018

17.1 Continuity on a set

Definition 17.1 (Continuity on a set). f: (X, d;) — (Y, dy) is continuous on X if f is continuous at each zy € X.
Let
C(X,Y)={f:X — Y| f is continuous on X}

33



Fall 2018 PMATH 351 Course Notes 17 OCTOBER 22, 2018

In the case where Y = R we will write C'(X). Let the set of bounded continuous functions be
Cyo(X) ={f € C(X,R) | f is bounded}
We can define ||-||oc on Cp(X,R) by || fllec = lub{|f(z)| | z € X }.
Theorem 17.1. Let f: (X,d;) = (Y,dy). Then TFAE
1. f is continuous
2. f~1(W) is open for every open set W C Y
3. f x, = 29 € X, then f(z,) — f(zo) €Y

Proof. 1 =2 Let W C Y be open. Let V.= f~1(W). Let 29 € V, then yo = f(z0) € W. Hence W is a
neighborhood of f(zp) hence V is a neighborhood of zy which implies that z¢ € int(V) so V is open.

2 = 3 Assume that z,, — x¢. Let € > 0. Since By (f(0), ¢€) is open, we have that f~1(By (f(z¢),€)) is open.
But zg € V, so there exists § > 0 such that B(zg,0) C V (we have a neighborhood around zp) from 2).

Since z,, — o, we can find an N € N such that if n > N then z,, € B(xo,J), therefore f(z,) € By (f(x0),€)
from above for any € > 0.

3 = 1 Same as the proof for continuity at a point.

Remark 17.1. Note that if f: X — Y and B C Y, then (f~1(B))¢ = f~1(B°).
hence f : (X,dx) — (Y,dy) is continuous iff f~!(F) is closed for each closed subset F of Y.

Question 17.1. If f: (X,dx) — (Y,dx) is continuous and if U C X is open is f(U) open? No, not in general.

Example 17.1. f: R — R, f(x) =1 for all z. Clearly f(R) is not open.

17.2 Homeomorphism

Definition 17.2 (Homeomorphism). A function ¢ : (X,dx) — (Y,dy) is called a homeomorphism if ¢ is 1-1
and onto and if both ¢ and ¢! are continuous.

Remark 17.2. ¢(W) is open in Y iff W is open in X. ¢(F') is closed in Y iff F' is closed in X (we have pullbacks
in both directions for continuous functions).

Definition 17.3 (Equivalence in metric spaces). We say that (X, dyx),(Y,dy) are equivalent if there exists
¢: X — Y that is 1-1 and onto and cj, ca > 0 such that

cidx (w1, 22) < dy(¢(x1), d(22)) < codx (21, 22)

Claim. ¢ is a homeomorphism.
We can clearly find continuous functions ¢ and ¢! (since we have inequalities, we can let § = < for ¢ and § = <

c2 Cc1
for ¢~ 1).

Example 17.2. Let (X, d) be any set with the discrete metric. Let f: (X,d) — (Y, dy). Since (X, d) is discrete, if
W CY is open, f~1(W) is open (since any subset of X is open in d).
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Question 17.2. Suppose that f: (R, |-|) = (Y, d), d is the discrete metric. When is f continuous?

Note: let yg € Y. Then {yo} is open and closed, therefore f~1({yo}) is open and closed if f is continuous. The only
sets in R that are both open and closed under |-| is @ and R: thus f must be the constant function.

If R instead had the discrete metric, we can have arbitrary continuous f.

Definition 17.4 (Continuity on a set). Let A C (X,d). Let f: X — (Y,dy). We say that f is continuous on A iff
fja is continuous on (A, d4), where f|4 is the restriction of f to A and (A, d4) is the induced metric, iff whenever
{zn} C A and z,, = 9 € A (limit must be in A, so for an open interval we don’t care about the endpoints), we

have f(z,) — f(xo).

18 October 24, 2018

18.1 Completeness of metric spaces: Cauchy sequences
Question 18.1. Is there an instrinsic way to tell if a sequence {x,} C (X, d) converges?

Observation 18.1. g Assume x, — zg9. Let ¢ > 0. Then we can find Ny € N such that if n > Ny then
d(zn, o) < §.
Therefore if m,n > Ny then

AN
d(zp, xm) < d(zy, z0) + d(z0, Tm)

<€

g

Definition 18.1 (Cauchy sequence). We say that {z,} C (X, d) is Cauchy if every € > 0, there exists Ny € N
such that if n,m > Ny then d(z,, xm) < €.

Theorem 18.1. Every convergent sequence is Cauchy.

Question 18.2. Is every Cauchy sequence convergent? Not in general on generic (X, d) and even not in general on
R.

Example 18.1. Let X = (0,1) with the usual metric. Let 2, = 1 thus {z,,} is Cauchy in (X, d).
It does not converge (since the limit point 0 is outside of X).

Definition 18.2 (Completeness). We say (X, d) is complete if and only if each Cauchy sequence {z,} in X
converges (in X).
18.2 Properties of Cauchy sequences

Observation 18.2. Given a (general) sequence {z,} C (X, d) it is possible that {x,} diverges but that {x,} has a
subsequence {z,, } which converges.

Theorem 18.2. Let {z,} C (X,d) be Cuachy. Assume x,, — zo for some subsequence {z,, }32,. Then z,, — zo.

Proof. Let € > 0. We can find Ny such that if n,m > Ng then d(z,, ;) < §.
Let n > Ny. Consider d(x,,zo). We can find ko large enough so that ng, > Ny and d(acnko,:ro) < 5. Hence if
n > Ny then

d(xn’ »TO) S d(xn’ xnko) + d(xnko 9 CCO)
<€
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O

Definition 18.3 (Boundedness). Let A C (X,d). We say that A is bounded if there exists M > 0 and zp € X
such that A C Bz, M].

Proposition 18.1. If {z,,} C (X,d) is Cauchy then {z,} is bounded.

Proof. Let € = 1. There exists Ny € N such that if n,m > Ny then d(zy,, z,,) < e. Choosing some arbitrary xp, if
n > No, then d(xn, zn,) < 1. Let M = max{d(z1,7n,), d(72,TNg), - - -, d(TNy—1, TN, ), 1}
It is clear to see that X C Blxn,, M]. O

Theorem 18.3. R is complete.

Proof. We require the following theorem:

Theorem 18.4 (Bolzano-Weierstrass). Every bounded sequence {z,} C R has a convergent subsequence.

Proof. We can either use the Nested Interval Theorem or show that every sequence in R has a monotone sequence
then apply the Monotone Convergence Theorem. O

Remark 18.1. The following are (logically) equivalent:
1. Bolzano-Weierstrass
2. Upper Bound Property
3. Monotone Convergence Theorem
4. Nested Interval Theorem

If {z,} C R is Cauchy then {z,} is bounded.
By the BW theorem {z,} has a subsequence {z, } with z,, — x¢. Since {z,} is Cauchy then x,, — ¢ hence R is

complete. O
Remark 18.2. Consider (R, ||[|5), 1 < p < o0,

Let {4} = {(2k,1,...,2kn)} be Cauchy in (R, ||-||,). Since |zk ;j — T j| < ||Zk — Zmllp then {zy ;}32, is Cauchy
foreach j =1,... n.

Hence xy; — xo; for each j =1,...,n therefore Ty — Ty = (z0,1,...,%0,s) so (R",[|-||p) is complete.

Example 18.2. Let (X, d) be discrete (i.e. d is the discrete metric).
If {x,,} is Cauchy then dNy such that if n,m > Ny then x,, = x,,. Therefore {z,,} converges, thus discrete spaces
are complete.

18.3 Homeomorphism and completeness

Observation 18.3. Observe that if X = {1,3,...,1,...} C R with the induced metric, each {1} is open (we can
find a small enough ball so that it doesn’t contain other points), therefore X does not converge.

Given {1,2,...,n,...} = N and the discrete metric, define ¢ : N — {1, %, cee %, ...} by ¢(n) = %

Note that ¢ is a homeomorphism between N and {1}.

Note that (N, discrete) is complete, but X = {1,3,...,2,...} is not complete since its sequence {2} is Cauchy but
not convergent.

Therefore homeomorphism does not guarantee completeness equivalence.
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19.1 Completeness of [,

Theorem 19.1 (Completeness of 1,). [, is complete for every 1 < p < oo.

Proof. p =00 Let {Z}} C l (sequence of sequences) be Cauchy in ||-||oc where &y = {zp1,2x2,..., Tk, .-}
Note for each j € N we have |z}, ; — 2 ;| < ||@ — Zn|loo hence {xy ;172 C R is also Cauchy for each j € N.
Let 20, = limy_o0 7 ; (by completness of R).
Claim. We claim &), — Zo = {x0,1,202,...}.

Let ¢ > 0. Then there exists Ng € N such that if k,m > Ny then [|Z} — @ < §. Let & > Npy then
|7k, — Tm,j| < § for all m > Ny.

Hence |73, — 20| = limy 00|k j — T j| < § < eforall j € N.
Therefore {zy ; — 20,;}72, € loo and so {xoj} € .

From |xy ; — xo;| < € we get that ||Z — Z0|leo < € 50 &) — 2.

1 <p<oo Let {#} Cl, be Cauchy. Again |z ; — ;| < || Tk — Tmllp 50 {k,;}52, C R is Cauchy for each j.
Let xo; = limg_oo 7x; (by completeness of R). Let € > 0. we can find Ny such that if k,m > Ny then
1T — Zmllp < 5-

Let j € N. If k,m > Ny then
J

1
Let £ > Ny, then
J N . ; ) 6
(;Ixm —zo ) = nlgnoo (;\x,ﬂ — zpmal?)? < C<

Since j was arbitrary, then
oo
1
(Z]wm — IL’07Z“p) P <€

i=1
So {x; — w0, }52, is in I, thus o = {x0,1,202,...} € [, and for & > Ny we have ||Z}, — Zol, < € so T} — Zo.
O

19.2 Uniform and pointwise convergence

Definition 19.1 (Pointwise convergence). A sequence f, : (X,dx) — (Y,dy) is said to converge pointwise to
fo: (X,dx) — (Y,dy) if for each zy € X, the sequence f,(xg) — fo(xo) in Y.

Definition 19.2 (Uniform convergence). We say f, — fo uniformly if for each € > 0 there exist Ny € N such
that if n > Ny, then d(f,(z), fo(z)) < € for all z € X.

Remark 19.1. Uniform convergence implies pointwise convergence but the converse may not be necessarily
true.

Example 19.1. Let X = [0,1] and Y = R where f,(z) = 2". Note that

0 ifzel0,1)

fn(x)%fO(l'): {1 fr=1
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which is pointwise convergence but not uniformly convergent.

19.3 Uniform convergence carries continuity (***i##*k)

Theorem 19.2. Assume that f,, : (X,dx) — (Y, dy) converges uniformly to fo: X — Y. If each f, is continuous
at xg, then fy is continuous at xg.

Proof. Assume € > 0. Then there is some Ny € N such that if n > Ng then dy (fn(z), fo(z)) < § for all € X.
Let ng > No. Since f,, is continuous at xg there exists a § > 0 such that if x € B(xo, §) then dy (fn, (), fno(z0)) < 5.
Let dx(z,z0) < 6, then

dy (fo(x), fo(zo)) < dy (fo(x), fre () + dy (fro (%), fro (0)) + dy (fno (0), fo(20))
< g + g + §
so fp is continuous at xg. O

20 October 31, 2018

20.1 Banach space

Definition 20.1 (Banach space). (X, d) is complete if every Cauchy sequence converges. A normed linear space V'
is called a Banach space if (V,||-||) is complete with respect to dy .

Theorem 20.1. assume that f, : (X,dx) — (Y, dy) converges uniformly to fy. If each f, is continuous at x¢, then
fo is continuous at xg.

Corollary 20.1. Assume that f,, : (X,dx) — (Y, dy) is continuous. If f,, — fo uniformly on X, then fo: X — Y
is continuous.

20.2 Completeness theorem for Cj(X) (*****)

Theorem 20.2 (Completeness theorem for Cp,(X)). (Cp(X), ||-]loo) is complete.

Proof. Let {f,} C Cy(x) be Cauchy. Given € > 0 we can find Ny such that if n,m > Ny then || f, — fin]lco < €
Let z € X. Then

|fr(2) = fm(@)] < || fn — frllo <€

so {fn(z)} is Cauchy at x which implies convergence at x.
For each © € X let fo(z) = lim, 00 frn(2).
Given € > 0, choose Ny so that if n,m > Ng then ||f, — finlloo < §. Then if 2 € X

Fal@) = fol@)| < lim [lfu = fulloo < 5 < €

Hence f, — fo uniformly so fy is continuous.
Note since {f,,} is bounded (in Cy(X)) there exists M > 0 such that || fn|lcc < M for all n € N. Let z € X. We can
find ng such that |fo(z) — fn,(z)| <1 so

| fo(@)] < |fo(x) — fo(@)| + | fro (@) <14+ M

so fo € Cyp(X). O
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Remark 20.1. Given any X, if (X, d) is X with the discrete metric then we define (Cy(X), ||*]loc) = (loo(X), |Illoo)-
Note that if X = N then we have (I, ||||oo) Which we know is complete.

Example 20.1. Let X = C[0,1] and || f[1 = [ |f(x)|dz.
TODO revisit from picture
20.3 Characterization of completeness
Theorem 20.3 (Nested Interval). If {[ay,b,]} with [an+1,bn+1] C [an, by, then
oo
() lan. bn] # 2
n=1
This is actually a statement about completeness.
Question 20.1. How would the Nested Interval Theorem work in (X, d)?
Conjecture 20.1. If {F},} is a sequence of non-empty closed sets in (X, d) with F,,;1 C F,, then (2, # @.
Example 20.2. Let X =R, F,, = [n,00) where F,,;1 C F,. Note that ()72, F, = @.
One might ask if this fails with a bounded set:
Example 20.3. Let X = (0,1], F,, = (0, 1] is closed in X. Note F,41 C F, but (>, F,, = @.
Definition 20.2 (Diameter). Given A C (X, d) we define the diameter of A to be
diam(A) = sup{d(z,y) | z,y € A}
Proposition 20.1. Let A C B C (X,d)
1. diam(A) < diam(B)
2. diam(A) = diam(A)
Proof. 1. Proof is trivial.
2. If diam(A) = oo, then diam(A) = oo (since diam(A) < diam(A)).
Assume d = diam(A) < oo.
Let 29,y0 € A. Then given € > 0 we can find z1,y1 € A with d(z,21) < § and d(yo,y1) < §, hence

2

d(xo,y0) < d(x0,71) + d(21,y1) + d(y1, Y0)

€ €
< —-4+d+ =
2+ +2

=d+e

So diam(A) < d + € for all € > 0 thus diam(A) < d but d = diam(A) < diam(A) so diam(A) = d.
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21.1 Cantor’s Intersection Principle

Theorem 21.1 (Cantor’s Intersection Principle). Let (X, d) be a metric space. Then TFAE:
1. (X,d) is complete.

2. If {F,,} is a sequence of non-empty closed subsets such that F,,11 C F), for all n € N and if lim,,_, o, diam(F},) =
0 then N2, F, # 2.

Proof. 1 = 2 For each n € N pick z,, € F,,. We claim that {z,,} is Cauchy. Let ¢ > 0. Then 3Ny € N such that
diam(Fh,) < €. If n,m > Ny then x,, zy, € Fy,. Then d(zy, zy) < diam(Fh,) < € so {z,} is Cauchy.
Hence z, — xy € X. Note {z1,...,x,,...} converges to xy (i.e. lim, 00z, = x). Observe that
{@n, Tnt1,...} C F,. Hence xg € F), for each n € N therefore zg € [\, Fy, (in fact, {zo} = ey Fn)-

2 =1 Let {z,} C X be Cauchy. Let F,, = {zp,xp+1,...}. Let F, be closed and F,,11 C F,.

Let ¢ > 0. We can find Ny such that if n,m > Ng then d(z,,rn,) < §. Hence diam({zn,, TNg41,---}) =
diam(F,) < § so diam(F),,) — 0, hence from 2) (>°; F;, = {0} for some zg.

n=1
Note: for any k > 0, B(z, 1) will contain F}, for some i), since diam(F,) — 0, therefore B(zg, 1) contains a
tail of {x,} for each k.

Let k = 1. We can find ny > 0 such that z,, € B(zo, 1).
Let k = 2. We can find ny > ny such that z,, € B(zo, %)

We can proceed inductively to construct n; < ng < ... <ny < ...such that z,, € B(zo, %) Hence {zy, }
converges to xg. Since {x,} is Cauchy {z,} also converges to xg.
O

21.2 Series and partial sums

Definition 21.1 (Series and partial sum). Let (X, ||-||) be a normed linear space. A series in X is a formal sum

(o0}
an:xl—i-xg—i-...—i-xn—i-...

n=1

where {z,} C X.
For each k € N, the kth partial sum of Y 7 | z,, is

k
Sk:ZZEn=:E1+...+:I:k
n=1

We say that Y ° | @, converges in (X, ||-||) if {Sk}2, converges. In this case we write ) 7 |z, = limg_,o0 S
Otherwise > °° | x,, diverges.

22 November 5, 2018

22.1 Weierstrass M-Test
Theorem 22.1 (Weierstrass M-Test). Let (X, ||||) be a normed linear space. Then TFAE:
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1. (X, ]|-]) is complete i.e. (X,]]|) is a Banach space

2. If Y°0° | @y, is such that Y7, [|ay|| converges then Y >° | x, converges (absolute convergence implies conver-

gence).

Proof. 1 =2 Given 3.0 &, let S =S¢ 2y, T = S8 2.
If >0 ||y || converges, then {7} } is Cauchy.
Hence given € > 0 we can find Ny such that if Ny < m < k then

k m m
T = T = Y loal = Y laall = 3 flaall < e
n=1 n=1 n=k+1
So if Ng < m < k then

k m m m
1Sk = Sl = 1D Sz =D wall = | D wall < D Nzl <e
n=1 n=1

n=k+1 n=k+1

thus {Si} is Cauchy hence {Sy} converges.

2 = 1 Assume that {z,} is Cauchy. We can find n; <nz <...<n; <...C Nsuch that ||z, —z,,, [ < 2%

Note that

[e.e]

it 1
ZHan _xanrlH < 227 < o0
j=1

=1

Hence > 2%, @, — o, converges to some g € X.

In particular if

k
Sk = g Tp; — Tn; 1y = Tny — Ty — T0
j=1

k—o00

It follows that xy, ., ~— Tn, — Xg SO Ty, — Tp, — Tg, thus our arbitrary Cauchy sequence converges.

22.2 Continuous but nowhere differentiable

_Jzifze(0,1]
#e) = {Z—xifxe [1,2]

Example 22.1. Let

Extend ¢ to Rie. ¢(x +2) = ¢(z) for all x € R.
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Define

fl@) =3 (3)"e(")

n=1

We will attempt to show that f is continuous but nowhere differentiable.
Note ¢ € Cp(R), ||¢]|cc = 1, hence

S o) e = 30 (5)" < o0

Let

, k
7o) " MRS () o) = Sila)

n=1
so f(z) € Cp(R) (continuous and bounded by Weierstrass M-test).
Let € R. For each m € N we find k£ € Z such that k < 4™x <k + 1. Letpm:% andqm:’jlim. Note p, —
and ¢, — .
If n > m then |p(4"pm) — ¢(4™qm,)| = 0 since both 4"p,, and 4"¢q,, will be powers of 4 so ¢ will map them to the
same values.
If n = m then [¢(4"pm) — ¢(4"¢m)| = 1 (mapped to k and k + 1 so ¢ will map to values with difference of 1).
If n < m then

|6(4"pm) — (4" qm)| = 14" Pm — 4" G| on same line segment, difference on ¢ is difference of values
Ak Ak +1)
=l
— 471—7’7’1
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Consider

m g .
= ‘Z (Z)) <¢(4npm) - ¢(4HQm))| n>m=20

n=1
A 3 m—1 3 .
> (Z)m - (Z) |9(4"pm) — ¢(4" )|

n=1

3 m—1 3 no

= (=2 (P
n=1

3 1 m—1

TP I
n=1

3 1 ,3"—-1
=" m (=)

1 o3m1
= (3" ——5—)

1 ,3"+1
_ L

3m
> 2. 4m

Hence (approximating the derivative of Si(x) kg f(z))

|f(pm) — f(Qm)|
|pm - Qm|

3m 3m

>4y ) =

Note that if p,, = z, then

£&) — flan)] _ 8"
|z — gm] 2

If p, # x, then Note that if p,, = x, then
3™ < |f(pm) — f(Qm)|

2 |pm_Qm|
< N m) = F@)] | 1) = f(am)]
N |pm - Qm| |pm - Qm|
< M m) = F@)] | 1) = f(am)]
~ pm 2l | — qm

So either W > 3% op L@ =flam)] > %. This gives us {t,,} with t,,, = x t,, # x (t;, = pm Or ¢,) Where

z| = 4 |[z—gm|

[f (@) = f(tm)| _ 3™

so this means f(x) continuous but nowhere differentiable.
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23.1 Isometry

Definition 23.1. Let (X,dx) and (Y, dy) be two metric spaces. A map ¢ : X — Y is said to be an isometry if

dy (¢(z1), p(22)) = dx (21, 22) for all 1,25 € X.
It is clear that isometries are 1-1. If ¢ is onto we say (X, dx) and (Y, dy) are isometric metric spaces.

23.2 Completion of a metric space

Definition 23.2. A completion of a metric space (X, dx) is a pair of ((X,dx), ¢) where (Y, dy) is a complete
metric space and ¢ : X — Y is an isometry and ¢(X) =Y.

Proposition 23.1. Let (X, d) be a complete metric space. Let A C X. Then (A, d4) is complete if and only if A
is closed.

Proof. Assume that A is complete. Let {x,} C A with x,, — 29 € X. Then {z,} is Cauchy in (X,d) and hence
Cauchy in (A, d4). Therefore since (A, d4) is complete {z,} converges in A so xg € A thus A is closed.

Assume that (X, d) is complete and that A is closed. let {z,,} C A be Cauchy in (A,d4) thus {z,} is Cauchy in
(X,d). Hene x,, — x¢ € X thus {x,} converges and so A is complete. O

23.3 Uniform continuity

Definition 23.3 (Uniform continuity). We say that a function f : (X,dx) — (Y,dy) is uniformly continuous if
for every € > 0 there exists § > 0 for every x1,x9 € X such that dx(x1,x2) < 0 then dy (f(x1), f(x2)) < €.

Example 23.1. Given (X, d),zo € X. Define g,(x) = d(z, z¢) for some fixed xo.
So |d(z, xo) — d(y, zo)| < d(x,y), i.e. |Gz (1) — gy (x2)| < d(21,22) thus for € > 0, let § = € then

d(x1,22) <0 = €= |gag(x1) — gy (22)] <€

S0 ¢z, is uniformly continuous.

23.4 Completion theorem

Question 23.1. Does every (X, d) have a completion?
Theorem 23.1 (Completion theorem). Every metric space (X, d) has a completion.

Proof. Pick a € X. For each u € X define ¢ : X — Cy(X) by

(¢(u)(z) = fu(z) = d(u,z) — d(z,a)

Clearly ¢(u) is continuous.
Note that | fy(z)| = |d(u, z) — d(x,a)| < d(u,a) for all z € X so ¢(u) € Cp(X).
We need to show that ¢ is an isometry. Let u,v € X

|fu($) - fv($)| =

S0 Hfu - fv”oo S d(u,v).
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In fact observe for x = v, we have |f,(v) — fu(v)| = |d(u,v) — d(v,v)| = d(u,v) therefore || f, — fulloo = ||P(u) —
?(v)]|oo = d(u,v) (since it’s the supremum of all distances).
Let Y = ¢(x) C Cp(X) our complete metric space that gives us our completion for X. O

Question 23.2. If (X, d) has two completions, how are they related?
vy X L YKYA\ Yo
B R

Tl 2,

AWCAVERGATEN

Figure 23.1: Suppose we have two completions with functions ¢ and v (both isometries).

Note that I' = ) 0 ¢! where I' : ¢(x) — 1(z) is an isometry since both ¢ and 1) are isometries themselves).
So there exists a completion between completions.

24 November 9, 2018

24.1 Lipschitz and contractions

Definition 24.1 (Lipschitz). A function f: (X,dx) — (Y, dy) is said to be Lipschitz if there exists a > 0 such
that dy (f(z1), f(z2)) < adx(z1,22) for all 21,29 € X.

Observation 24.1. Lipschitz implies uniformly continuous. For example if f : [a,b] — R f is continuous on [a, b].
Definition 24.2 (Contraction). f: X — Y is a contraction if there exists 0 < k < 1 with dy (f(z1), f(z2)) <

k‘dx(.%'l,.l‘g) V:Ul,ZL‘Q e X.

24.2 Banach Contractive Mapping Theorem
Question 24.1. Does there exist f € C[0,1] such that f(z) = e® + [ S2L f(¢) dt?
Definition 24.3 (Fixed points). Given (X,d), I': X — X, we say that x¢ is a fixed point of " if T'(x¢) = zp.

Note. Define I' : C[0,1] — C[0,1] by T'(f)(z) = e® [; S8t f(¢) dt. Note fy is a solution to our previous question if
f is a fixed point of I'.

Theorem 24.1 (Banach Contractive Mapping Theorem). Assume that (X,d) is complete. If I' : X — X is
contractive then there exists a unique xg € X such that I'(z¢) = ¢ (fixed point).

Proof. Pick 1 € X. Let g =T'(x1),23 = ['(22),...,2p+1 = '(xy).

Claim. {z,} is Cauchy.
Note d(xg,dg) = d(r(l’g), F(xl)) < kd(l‘z,xl), d(l‘4, dg) = d(r(d,‘g), F(.CUQ)) < kd(xg,xg) = k2d(x2,x1). Therefore

d(Tp41,Zn) = k”_ld(azl,azg)
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If m > n then

Cl(CCm, xn) < d(ﬂfm, xm—l) + d(xm—h xm—2) +...+ d(xn—i-ly xn)
< kmﬁd(m, wl) + kmigd((ﬂg, (L‘l) + ...+ knild(xg, 1‘1)

o

< Z k:jd(xg,xl)

j=n—1
kn—l

<
—1-k

d(l‘g,l‘l)

Since k"1 "= 0, then {z,} is Cauchy.

Since (X, d) is complete x,, — x¢g € X. Note that z,+1 — 2 so I'(z,) — xo. Since T is continuous we also have
I'(zy) — T'(xg) so I'(xzg) = xo.
To show uniqueness, assume I'(yo) = yo. Then

d(wo,y0) = d(I'(z0), T'(y0)) < kd(z0,y0)
since 0 < k < 1 then d(zg,yo) = 0 so g = yp. O

Example 24.1. Show that

f(a:) = et +/ Sln(t)f(t) dt
0
has a unique solution in C10, 1].

Solution. Define I' : C[0,1] — C0, 1] by

Let f,g € C|0,1], then

So [IT(f) = T(g)llsc < %[|f — glloo Thus T is contractive.
Fact: the unique fixed point is the solution.

Example 24.2. Show that
f(z) = :c—i—/ t2f(t)dt
0

has a unique solution in C10, 1].
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Solution. Define I' : C'[0,1] — C0, 1] by
L(f)(x) =z + /OI t2f(t)dt
Let f,g € C|0,1], then
1
(@) ~T@)a)| < [ 215 = gl

1
= Il gl

By the BCMT, the above has a unique solution.
To find the solution, let fi(x) = z. Then

b@ﬂzﬂﬁﬂ@=w+/m¥ﬁ®dt

0

W~

x
4
We apply I' again

f3(x) ==+ /Oxt2(t+t4/4) dt

_e o A
1 1.4 1-4-7
Thus
f() .CC+ .1‘4 N ZC7 N N x3n72
Xr) = — —
" 1 1.4 1-4-7 1-4-7-...-(3n—2)

p3k—2

So fo ="kt Tr @ D)
Some applications of BCMT:
1. Newton’s Method
2. Picard’s Theorem: let f : [a,b] Xx R — R, where (z,y) € dom(f), be Lipschitz in y, that is
|f(ty) = fty) < alyr —yo|  Vyr,p2 €R
If yo € R then there exists a unique ¢ € C|a, b] such that
S(t) = (o) VEE (ab)

with ¢(0) = yo.
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25 November 12, 2018

25.1 Motivation and definitions for categories

Example 25.1. Let

% ifz=2 neZm#0,meN,ged(m,n) =1
fx)=41 ifz=0

0 ifzeR\Q
f is continuous at each zp € R\ Q (by density of irrationals), discontinuous on Q.

Question 25.1. Does there exist a function f so that f is continuous on @ but not on R\ Q7
We must first reveal the topological properties of the set of discontinuities of a function f : (X,d) — R.

Definition 25.1. Let f : X — R. For each n € N define

D, (f) ={xo € X | for every 6 > 0,3z,y € B(xo,0) s.t. d(f(z), f(y)) >

}

SR

Facts:
1. Dy(f) is closed for each n € N

2. f is continuous at zg iff xg &€ (o, Dn(f), that is D(f) = {zo € X | f is discont. at z} implies D(f) =
ﬂzo:1 Dn(f)

Definition 25.2 (F sigma). Let (X, d) be a metric space. We say that A C X is Fy, if there exists {F},}72; closed
sets with A = (o7, F),.

Definition 25.3 (G delta). We say that A C X is Gs if A = (-, U, where U, is open.
Remark 25.1. A if F, iff A€ is Gs.

Definition 25.4 (Nowhere dense). Recall we say that A C X is dense if A = X or equivalently if ANU # @ for
every non-empty open set U. B B

We say A is nowhere dense if int(A) = @. This is equivalent to (A)°¢ being dense (e.g. the Cantor set is nowhere
dense in R).

Remark 25.2. A is open and dense iff A€ is closed and nowhere dense: suppose A°NU # @& for U open. Then U
is open but does not intersect A, which is a contradiction since dense sets intersect all open sets.

Definition 25.5 (1st category). We say that A is a set of 1st category if A = J;2, A,, where each A,, is nowhere
dense.

Definition 25.6 (2nd category). We say that A is of 2nd category if A is not of 1st cateogry.
Definition 25.7 (Residual). We say that A is residual in X if A€ is of 1st category.

Observation 25.1. If F' C (X,d) is closed then F is Gjs.
Since F is closed it must be the intersection of open sets i.e.

F= (U B

n=1 zeF

Similarly open sets are F.
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25.2 Baire Category Theorem
Theorem 25.1 (Baire Category Theorem I). Let (X, d) be complete. Let {U,}5°; be a countable collection of

dense open sets. Then (72, U, is dense in X.

Proof. Assume {U,}>° ;| are open and dense. Let W C X be open and non-empty. Hence W N U is open and
non-empty. Hence there exists x; and 0 < r, <1 such that

B(zi,7m) C Bz, 1] CWNU;
Similarly we can find o and 0 < ro < % such that
B(zg,r9) C Blxa,ro] C B(x1,r1) NUs
We can proceed recursively to construct {z,} and {r,} with 0 <r, <1 and

B(xn—i-ly Tn—‘rl) - B[-Tn+la Tn—i—l] - B(xn’ Tn) N Un+l
Then Blzyy1,mn+1] C Blzy, ] and diam(B[xy,, m,]) < 21, — 0 so by Cantor’s Intersection Principle we have
(o)
T = ﬂ Blxy, ]
n=1

But z¢ € U, for all n hence

2o EWNUL =20 €WN((|Un)
n=1

so (o2, U, must be dense since W was arbitrary. O
Theorem 25.2 (Baire Category Theorem II). If (X, d) is complete, then X is of 2nd category in itself.

Proof. Assume for a contradiction that X = (J7; A,, where A,, is nowhere dense (i.e. X is 1st category).

Then X = [J22, A,. Let U, = A¢. Then U, is open and dense. But (ﬂzozl U =Usl Ay =X so (oo, U, = 2,
which is a contradiction by Baire Category Theorem I.

So X must be 2nd catgory. O

Example 25.2. R is of 2nd category and R \ Q is of 2nd category (by Baire Category Theorem II since irrationals
are complete), so R\ Q is residual.

Theorem 25.3. Q is not a Gy set.

Proof. Assume for a contradiction that Q is G5 and Q = ()~ U, where U,, is open (it is dense since U,, D Q). Let
F, =US = F, is closed and nowhere dense.

Let Q = {r1,re,...} and let S,, = F,, U {ry}. Then S, is closed and nowhere dense but R = |J;2 ; S,,, which is a
contradiction. O

Corollary 25.1. Thereisno f: R — R with D(f) =R\ Q.
Note. Q = F, and Q = D(f) for some f.

Question 25.2. If A C Ris Fj, is A = D(f) for some f?
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25.3 Summary of completeness
For (X, d) a metric space, TFAE:

1. (X,d) is complete

2. Every Cauchy sequence is convergent.

3. If {F,,} is a countable sequence of non-empty closed sets, Fj,+1 C F,, and diam(F,,) — 0, then ()2, F}, # &
(Cantor’s Intersection Principle).

4. A C X is complete iff A is closed.

5. If (X,d) = (X,]||]) is a normed linear space, {z,} a sequence in (X,d), and Y o~ |z,|| converges, then
Yoo | xpn converges (Weierstrass M-test).

If (X,d) is complete, then
1. if {U,}°, a countable collection of open dense sets, then (7, Uy, is dense (Baire Category Theorem I).

2. (X,d) is of 2nd category in itself (Baire Category Theorem II).

The countable intersection of dense open sets (Gy) is dense in a complete metric space.

26 November 14, 2018

26.1 Uniform convergence at one point

Definition 26.1 (Uniform convergence at one point). A sequence {f, : (X,dx) — (Y,dy)} of functions converges
uniformly to fo: X — Y. We say {f,}, converges uniformly at zy € X if for each € > 0 there exists 6 > 0 and
No € N such that if dx(z,z9) < § and m,n > Ny then dy (f,(z), fm(z)) <.

Remark 26.1. This is like the Cauchy criterion for functions.

Theorem 26.1. Assume f,, — fo pointwise on X and uniformly at z¢ € X.
If each f, is continuous at xy then fj is continuous at xg.

Theorem 26.2. Let {f, : (a,b) — R} be a sequence of continuous functions converging pointwise to fo. Then
there exists zg € (a,b) such that f,, — fo uniformly at x.

Proof. Assume f, — fo on (a,b).

Claim. We claim there exists [a1, 51] C (a,b) and Ny € N such that if z € [y, 1] and n,m > N then
|fn(2) = frm(2)] < 1.

Suppose our claim fails. Then there exists t; € (a,b) and n1, m; € N such that

|fn1 (tl) - fml(t1)| >1

since f,, — fm, is continuous, there exists an open interval I; C I C (a,b) such that |f,, (z) — fm, (z)| > 1 for all
el
Similarly we can find to € I1, ng, mg > max{nji, m;} such that

|fn2(t2) - fmg(t2)| >1

This gives an open interval I C I C I; C I C (a,b).
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We get a sequence {I;} of open intervals and {ng}, {ms} such that Iy 1 C Ir41 C Ip, N1, Mpy1 > maxing, my}
and if x € Iy, then |fy, (z) — fim, (z)] > L.
By the Nested Interval Theorem (2, I # @.

If . € (72, T then |fu () — fny ()] = 1.
But since {fn(z«)} is Cauchy (since it has a limit on 2, € (a,b)) so this is impossible.
Hence our claim holds

In a similar manner we find a sequence {[ax, Ox]} (ax < Bi) such that

(41, Brt1) € [@kt1, Brr1] C (ag, Br) C (a,b)

and a sequence N1 < Ny < ... < Nj < ...such that if z € [ag, Bk] and if m,n > Ny then |f,(z) — fi(z)] < %
Let 2o = (oo, [k, B]. Given e > 0 choose k so that + < e. If 2 € (g1, Brs1] C (o, Br) C [, Bi] nym > Ny,
then |f,(z) — fin(z)| < 7 <.

If § > 0 is such that (zg — 0,0 + 0) C (g, Br) (possible since (g, B) is an open ball), then if z € (z¢g — 0, zo + 0)
we have |f,(z) — fi(2)| < e O

Corollary 26.1. Assume that {f,} C C([a,b]) (or Cy(R)) converges pointwise to fy. Then fy is continuous on a
residual set in [a, ] (or in R).

Proof. The previous theorem shows that continuity points are dense. We also know they are Gj. O
Corollary 26.2. If f: R — R is differentiable then f’ is continuous on a dense Gjy.

Proof. Let gn(x) = w Note that g, — f’ pointwise on R so by our previous theorem f’ is continuous on

a dense Gj. O

26.2 Compactness

Definition 26.2 (Cover and subcover). Given (X,d), an (open) cover of X is a collection {U, }aer of open sets
with X = U,ecs Ua-

A subcover is a subcollection {Uq}acscr such that X = J,¢; Ua-

If AC X, {Us}aer covers Aif A CJ,e; Ua or equivalent if {Uy N A}aer is a cover of (A, dy).

Definition 26.3 (Compact). We say that (X, d) is compact if and only if each cover {U,}qaecr of X has a finite
subcover.
We say that A C X is compact if every cover {U, }aer of A has a finite subcover ((A,d4) is compact).

Example 26.1. We note that [0,1] C R is compact.
(0,1) C R is not compact (let our subcover be U, = (1,1)).

Theorem 26.3 (Heine-Borel). A C R™ is compact if and only if A is closed and bounded (NB: this holds only for
R™).

Proposition 26.1. let A C (X,d) be compact, then A is closed and bounded.

Proof. Suppose A is not closed.

Let 2o € bdy(A) \ A. Then if U, = (B[zo, 2])¢ then A C |J32, U, and {U,}32; has no finite subcover.

Suppose A is not bounded. Let zg € X. Let U, = B(zg,n) so A C U,—,Un = X. But {U,};2, has no finite
subcover. O
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Example 26.2. Let A = {{z,} Clx | [[{zn}||oc < 1}. Note that A is closed and bounded.

Let Ugy,y = B{{zn}, 3) so A C Uiznrea Ugeny-

Consider S = {{z} | #, = 1 or 0}. Note that [S N B({z,},3)] <1s0S C A but S has no finite subcover.
This is problem since closed and bounded sets are not compact in general metric spaces.

Therefore we only have compact = closed and bounded and not necessarily the converse.

27 November 16, 2018

27.1 Closed sets are compact in a closed metric space

Proposition 27.1. If (X, d) is compact and A is closed, then A is compact.

Proof. Let {Uy}aer be an open cover of A. Then {Uy}aer U {A°} is an open cover of X.

There exists {Uq,, ..., Ua, } such that ({Up_; Ua,) UA® = X thus A C (Up_; Uay)- O
27.2 Sequentially compact and Bolzano-Weierstrass Property

Two variants of compactness include:

Definition 27.1 (Sequentially compact). A C (X, d) is sequentially compact if every sequence {x,} C A has a
subsequence {zp, } with z,, — z¢ € A.

Definition 27.2 (Bolzano-Weierstrass Property (BWP)). A has the Bolzano-Weierstrass Property if every
infinite subset of A has a limit point in A.

Exercise 27.1. Show that if A C R” then A is compact iff A is sequentially compact.
Theorem 27.1. Let (X, d) be a metric space. Then TFAE:

1. (X,d) is sequentially compact.

2. (X,d) has the Bolzano-Weierstrass Property.

Proof. 1 = 2 Assume (X, d) is sequentially compact. Let S C X be infinite. Then we can find a sequence {x,} C S
with x,, # z,, if n # m. By sequential compactness x, — x¢ € S hence z is a limit point of S.

2=1 Let {z,} C X. If {z,,} is not infinite then there exists {z,, } with Ty, = Tny, for all k1, k2. Then x,, — Tny,
for any kg.

If {z,} is infinite, then by BWP {x,,} has a limit point z¢. Let z,, € B(x¢,1). We can choose ng > n; with
Tn, € B(zo,3). Choose @y, ,, > p, so that z,,,, € B(zo, k%rl) so {xy, } converges to x.
O

27.3 Finite Intersection Property

Definition 27.3 (Finite Intersection Property (FIP)). A collection {Ay}aecr of subsets of X has the Finite
Intersection Property if ()._, A; # @ for all finite subcollections {Ay,..., A,}.

Example 27.1. F,, = [n,00). Note that {F,}22, has the FIP but (2, F), = &.
Theorem 27.2. Let (X, d) be a metric space. Then TFAE

1. (X,d) is compact
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2. If {F,}aer is a non-empty collection of closed sets with the FIP, then (1 .; Fo # @.

Proof. 1 = 2 Assume that (X, d) is compact and suppose for a contradiction that {F,},cs is a non-empty collection
of closed sets with (| c; Fo = 9.

Let Uy = F§. Then X = J,¢; Ua- Hence there exists {Uy,, ..., Uy, } with X = {J/_; Uy, thus (., Fy, = .

2 = 1 We show the contrapositive.
Suppose {Uy }acr is a cover of X with no finite subcover.

For any {Ua,,...,Ua,} we have X \ UL, Uy, # @. Then (L, U5, # @. Hence {Fy}aer (Fo = US) is a
collection of closed sets with the FIP but (|, c; Fo = 9.
O

Corollary 27.1. Let (X,d) is compact and if {F,}°°, is a sequence of non-empty closed sets with F,41 C Fy,
then N2, F, # @.

Corollary 27.2. If (X, d) is compact then (X, d) is complete.

27.4 e-net

Note. Compactness tells us that we can finitely approximate some metric space (X, d) for some € > 0.
Assume that (X,d) is compact. Let € > 0 where X = (J,x B(z,¢). Then there exists z1,..., 7, such that
X = U?:l B(xi, 6).

Definition 27.4 (e-net). Given A C (X,d) and an € > 0. An e-net for A is a finite set {x1,...,2,} such that
A c U, B(zi,e).

Definition 27.5 (Totally bounded). We say A is totally bounded if there exists an e-net for every e > 0.
Theorem 27.3. If (X,d) is compact, (X, d) is totally bounded.

Example 27.2. S = {{z,} € I | [{zn}|lc < 1}. S is bounded but it has no 1-net (as demonstrated before).

Proposition 27.2. A C (X, d) is totally bounded if and only if A is totally bounded.

28 November 19, 2018
28.1 Compactness implies Bolzano-Weierstrass Property
Theorem 28.1. If (X, d) is compact, then (X, d) has the BWP.

Proof. Assume S C X is infinite. Then there exists {x,} with x,, # x,, if n # m.
Let F, = {zpn,Tnt1,..., ;. Then F,1y C F, so {F,} has the FIP. Therefore there exists zo € (), F». Hence
B(zo,e) N F, # @ for all n € N. In fact B(xo,€) N {x,} must be infinite so zp € Lim(S5). O

28.2 Sequentially compact implies complete and totally bounded
Proposition 28.1. If (X, d) is sequentially compact, then (X, d) is complete and totally bounded.
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Proof. Let {x,} be Cauchy. Then sequential compactness implies {z,,} has a convergent subsequence {xy, } with
T, — To. Hence x, — x¢ so (X, d) is complete.

Assume (X, d) is not totally bounded. Then there exists an ¢y > 0 with no finite ep-net.

Pick 1 € X. B(x1,€0) # X so there exists 2 € X \ B(x1,€0). Since X # B(z1,¢€p) U B(x2, €p) then there exists
xr3 € X\ (B((L‘l,eo) U B(xg,ﬁo)).

We get {z,} C X with d(xy,,zm) > € for all n # m, then {x,} has no convergent subsequence, which is a
contradiction of sequential compactness, so (X, d) must be totally bounded. O

28.3 Sequential compactness is preserved under continuous functions

Theorem 28.2. If (X,dx) is sequentially compact and if f : (X,dx) — (Y,dy) is continuous, then f(X) is
sequentially compact.

Proof. Let {yn} C f(X). Let z, € X so that y, = f(x,). Then {x,} has a subsequence {zy, } such that z,, — zo.
Hence yy,, = f(xn,) — f(z0) = yo. a

Corollary 28.1 (Extreme value theorem). If (X, d) is sequentially compact and if f : X — R is continuous then
there exists ¢,d € X with f(c) < f(x) < f(d) for all x € X.

Proof. f(X) is sequentially compact in R by our theorem above so f(X) is closed and bounded. Therefore
glb(f(X)) € f(X) and lub(f(X)) € f(X) as desired. O

28.4 Lebesgue’s theorem

Theorem 28.3 (Lebesgue’s theorem). Let (X, d) be sequentially compact. Let {Uas}aer be an open cover of X.
Then there exists € > 0 such that if 0 < § < € and g € X then B(x,d) C U,, for some ay.

Proof. Assume U,, = X. Then any € > 0 works. We may assume U, # X for any o € I.

Define ¢ : X — R by ¢(z) = sup{d > 0| B(z,d) C Uy, for some ap}.

Then ¢(x) > 0. We also have ¢(x) < oo since (X, d) is bounded and U, # X for any a.

For any z,y € X we have ¢(x) < ¢(y) + d(x,y) by the triangle inequality (exercise: verify).

Therefore |¢(x) — ¢(y)| < d(x,y) so ¢ is (uniformly) continuous. Since (X, d) is sequentially compact there exists
some € > 0 such that ¢(z) > € for all z (by EVT).

If 0 < 6 <e¢, then B(x,d) C Uy, for some «y. O

Theorem 28.4 (Lebesgue-Borel). Let (X, d) is a metric space. Then TFAE:
1. (X,d) is compact
2. (X,d) has the BWP
3. (X,d) is sequentially compact

Proof. We’ve shown all implications except for 3 = 1.

Let {Uq}aer be a cover of X. Let ¢y be as in Lebesgue’s theorem. Fix 0 < § < €.

Since (X, d) is totally bounded (by sequential compactness) we can find {z1,...,z,} with X = | B(z;,0).

For each i = 1,...,n, B(z;,0) C Uy, for some a; € I by Lebesgue’s theorem, so | ;" Us, = X a finite subcover. [

Remark 28.1. The € in Lebesgue’s theorem is called a Lebesgue number for our cover {U, }acr-
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28.5 Complete and totally bounded implies compactness

Theorem 28.5. let (X, d) be a metric space. TFAE:
1. (X,d) is compact
2. (X,d) is complete and totally bounded

Proof. We've shown 1 = 2 so it remains to show 2 — 1.

We need only show (X, d) is sequentially compact. Assume {z,} C (X,d). Since (X, d) is totally bounded then
there exists y; € X such that if S; = B(y;,1) then S; contains infinitely many terms in {z,}. We can find y, such
that if Sy = B(ye, %) then Sy contains infinitely many terms in {z,} N S;.

We can construct {Sy} with Sy, = B(yx, %) and Sy contains infinite many terms in {x, } which are in S1NSyN...NSk.
Note diam(Sy) — 0. We can pick n; < ng <...<ng <...sothat z,, ., €S1N...NS.

Assume k,m > N then z, ,z,,, € S, where d(zy,,2y,,) < diam(Sy) so {z,} is Cauchy. Since (X, d) is complete
then z,, — z¢ so (X, d) is sequentially compact. O]
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29.1 Compactness is preserved under continuous functions

Theorem 29.1. If (X, d) is compact and f: (X,dx) — (Y,dy) is continuous then f(X) is compact in Y.

Proof. Follows from sequential compactness preserved under continuous function. O

Corollary 29.1. If (X,d) is compact and f : X — R is continuous then there exists ¢,d € X such that
fle) < f(z) < f(d) for all z € X.

29.2 Finite dimensional NLS
Definition 29.1 (Bounded linear map). A linear map 7 : (V,||-||v) — (W, ||:|lw) is bounded if
17| = sup{[|Tv[|w | [|v]lv <1} < oo

Theorem 29.2. Let T': (V,||-|lv) = (W,]|:|lw) be linear. Then TFAE:

1. T is bounded

2. T is continuous

3. T is continuous at v =0
Proof. 1 =2 ||[Tx —Ty|| = | T(x — y)|| < ||T||||z — y|| then we show continuity as usual with € and 4.

3 = 1 Assume T is not bounded.

Let v, € By[0,1] be such that | Tv,|| > n. Then we can always find € > 0 such that ||Tv,|| > €, a contradiction
thus 7' is not continuous at 0.
O

Lemma 29.1. The function f: (V,|-||) = R given by f(z) = ||z| is continuous.

Proposition 29.1. Let 7" : (R", ||||2) = (R™, ||-||2) be linear. Then T is bounded.
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Proof. Note that

ail; a2 ...01n ai
Aml Am2 -..0mn C_im
If ||z]] <1 then
X1
[Tzl = I[A] | : |
Tn
5, - %
=l + |l
T
m 1
= (D _(@-1)7%)*
i=1
m 1
< (O llaalP(lx]%) 2
i=1
which is bounded since we have a finite sum over < oo elements. O

Let (V,]|-|[v) be an n-dimensional nls with basis {vi,v,}. Let I';, : R® — V be given by

Th(ag,...,an) =a1vr + ... + apvy
T',, is linear, 1-1, and onto.
Lemma 29.2. T}, is bounded.
Proof. Assume ||(aq,...,a,)||2 <1, then
ITn (a1, ...,an)|lv = [Ja1v1 + ... apopl|v

< lealllorl] 4. e[ [lod]
n

<> il
i=1

So [Tl < 2 5 llvillv- [

Theorem 29.3. Let (V,||-||y) be an n-dimensional nls.

1. Then I';;1 : V — R™ is continuous.

Proof. We know that I'y, : R™ — V' is continuous. Let S = {(a1,...,a,) € R" | |[(a1,...,an)]]2 = 1}.

Note that S is closed and bounded (pullback of closed set over continuous function), thus it is compact in R”
and hence I'(S) is compact (compactness preserved under continuity).

Hence f :T'(S) — R given by f(w) = ||w]|| then f attains its minimum on I'(S) (by EVT).
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Since 0 ¢ I'(S) then there exists d > 0 such that if w € I'(S) then [Jw|] > d > 0.
Hence |[I;!|| < 1 (show this as an exercise).
Since I';;! is bounded and linear it is continuous.

Fact: T : (R™,||-]|l2) = (V,|IIl) is a homeomorphism: i.e. A C R™ is closed iff T'(A) is closed in V (similarly
open iff open).
O
2. Note that {z,} is Cauchy in R™ if {I'(x,)} is Cauchy in V: so (V,||-||y) is complete (by continuity).
3. Assume (W, ||-|lw) is a normed linear space and V' C W is a finite dimensional subspace.

Since (V. ||-|lw) is complete, V' is closed in W.

Theorem 29.4. If (W, ||-||) is an infinite dimensional Banach space. If {wq}aer is a basis of W. Then I is
uncountable.

Proof. Let {w1,...,wp,...} C{Wataer-

let V,, = span{wi,...,w,}. Then V,, is closed and nowhere dense (nowhere dense because if there was a ball around
0 then we could scale any element).
Then ;2 Vi, # W by the Baire Category Theorem. O

Theorem 29.5. If (V. ||-|lv), (W, ||-|lw) are finite dimensional nls’s. Let T": V' — W be linear. Then T is bounded.

Proof. Notice that S =Tl o T o', which is a continuous linear map. We have T' =T, 0 S o I';;! which is then a
continuous linear map (composition of continuous linear maps). O

Corollary 29.2. If (V,||-]|]) is a finite dimensional nls and T : (V, ||-||v/) = (W, ||-||w) is linear, then T is bounded.

30 November 23, 2018

30.1 Facts about finite dimension nls

Let (V,|||lv) be dimension n and (V,|-[[v) ~ (R™, |||]). Let ¢|Z|| < ||Z||2 < d||Z]|. Also I' : R® — V where
D(ag,...,an) = @11 + ... QuUy,.
Then
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1. T is continuous and T'"! is continuous

2. A CV is open (closed) [compact] in V iff T71(A) is open (closed) [compact] in R™

w

. AC (V,|]Il) is compact iff A is closed and bounded (Heine-Borel property)

B

. (Vi) is complete then V' C (W, ||-||w) is closed.

5. T (V,||-llv) — (W, ||-|lw) is linear then T" is continuous (bounded)

30.2 Infinite dimensional nls

Fact 30.1. Let (W,||:|lw) be infinite dimensional with basis {vs}acr. We can assume |jvy|w = 1. Choose
{v1,v2,...} C{vatacr.

Define ¢ : W — R by

0 ifuy&{vr,...,0n,...}

If w=a1Va, + ...+ Qpvq, = ¢(w) =D 1" | @ip(vq,;) where ¢ : W — R is linear.
Is ¢ bounded? No ¢ is not bounded.

b(va) = {n if v, = v,

30.3 Sequential characterization of uniform continuity

Theorem 30.1 (Sequential characterization of uniform continuity). Let f : (X,dx) — (Z,dz) then TFAE:
1. f is uniformly continuous
2. If {zn},{yn} C X with d(zy,yn) — 0, then dz(f(zn), f(yn)) — 0.

Proof. 1 = 2 Assume f is uniformly continuous. Let € > 0 then there exists § > 0 such that if d(x,y) < ¢ then
d(f(z), f(y)) < e. Pick Ny such that if n > Ny, d(z4,yn) < 6. Then d(f(zy), f(yn)) < €.

2 = 1 Assume f is not uniformly continuous. There exists ¢y > 0 such that for each n € N we can find x,,y,
where d(zn, yn) < L but d(f(zn), f(yn)) > €. Hence (2) fails.
O

30.4 Compactness and uniform continuity

Theorem 30.2. If (X, dx) is compact and if f: (X,dx) — (Z,dz) is continuous then f is uniformly continuous.

Proof. Assume f is not uniformly continuous.

Let {zn}, {yn} C X be such that d(z,,y,) — 0 but d(f(zy), f(yn)) > €0 > 0. By compactness there exists {z,, }
with z,, — o € X. But then y,, — 0.

By continuity f(zn,) — f(zo) and f(yn,) — f(xo) so d(f(zn,), f(yn,) — O which is a contradiction that
d(f(xn), f(yn)) > €. So f is uniformly continuous. O

Theorem 30.3. Assume (X, dx) is compact and that f: (X,dx) — (Y, dy) is continuous, 1-1 and onto, then we
claim f~!:Y — X is also continuous.

Proof. Note that (f~!)~! = f (pullback of f~! is simply f). We must show that if U C X, then f(U) is open in Y’
(i.e. we show the pullback from f~! for an open set is open).

If U C X is open, then F' = U° is closed and hence compact. Therefore f(F') is compact in Y (compactness
preserved under continuous functions). But f(U) = (f(F'))¢ which is open. O

o8
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30.5 Summary of compactness

Let (X, d) be a metric space. TFAE:

Compactness Every open cover {U, }acr of X has a finite subcover {U;}7 ;.

Sequential compactness Every sequence {z,} C X has a convergent subsequence {z, } where z,, — 0.
Bolzano-Weierstrass Property Every infinite subset A C X has a limit point xg € A.

Finite Intersection Property and intersection If {F,},cr collection of non-empty closed sets has the Finite
Intersection Property ((\i_; Fo, # @ for all finite subcollections) then (), o; Fo # @.

Complete and totally bounded (X,d) is complete and totally bounded: for every e > 0 there exists a finite
e-net: that is X = (JI | B(w;,¢) for z; € X.

Let (X, d) be compact, then (X, d) is closed and bounded (the converse is not necessarily true except in R" i.e.
Heine-Borel).

31 November 26, 2018

31.1 Weierstrass Approximation Theorem (*****)

Observation 31.1. Note
n 2

o0
T _ - T
e —Zm—l+x+2!+...

n=0

where Sy(z) = S°F_ 2% Sy (x) — € pointwise on R.

n=0 n!>

Sk — €” uniformly on [—M, M].
Question 31.1. Given f € Cla,b]. When can f be uniformly approximated by polynomials?

Observation 31.2. Let ¢(z) = =2 where ¢ : [a,b] — [0,1] (1-1, onto, continuous) and ¢~ : [0,1] — [a,b]
(continuous). Note that ¢ € Cla,b].

We construct a function that maps C[0, 1] functions to Cla,b] (and vice versa). Let I' : C[0,1] — C|[a, b] where
T'(f)(z)=foop x). T7t:Cla,b] — C[0,1] where T=1(f)(z) = f o ¢(x).

Note [I0(f) — T(g)lso = 1 — glln for all f,g € C0,1]

Moreover I'(p) is polynomial iff p is a polynomial.

Hence every continuous function in Cfa, b] can be uniformly approximated by polynomials iff the same is true in
1o, 1].

Let f € C[0,1]. Then consider g(z) = f(z) — ((f(1) — f(0))x + f(0)) where we subtract (f(1) — f(0))z + f(0), a
1st degree polynomial, from f(z) to form g(z). Note that g(0) = 0 and ¢g(1) = 0, therefore we a function can be
uniformly approximated by a polynomial iff the same is true for a g € C[0, 1] where g(0) = g(1) = 0.

Lemma 31.1. Let z € [0, 1], then if n € N we claim (1 — 22)" > 1 — na?.
Proof. Let f(x) = (1 —2?)" — (1 — n2?). Note that f(0) = 0. Also
F/() = (=202)(1 — 2271 — (~2n2)
= 2nz — 2nz(1 — %)™}

>0 x € [0,1]

therefore f(z) is monotonically increasing from 0 in our interval, so (1 — 22)" > 1 — na?. O

29
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Theorem 31.1 (Weierstrass Approximation Theorem (*****¥)), If f € Cl[a,b], then for each € > 0 there exists a
polynomial p(z) with || f — plle < €.

Proof. WLOG we can assume [a,b] = [0,1] and that f(0) =0 = f(1).
We can extend f to a uniformly continuous function on R by defining f to be 0 on (—o0, 0] and [1, c0).
Let Qn(z) = cn(1 — 22)™ where ¢, is chosen so that

/1 Qn(t)dt =1
—1

(note that @, is a 2n degree polynomial of x).
Observation 31.3. Note that

/1 (1—m2)”dx:2/01(1—9c2)”dm

-1

So therefore ¢, < \/n.

For each n define

1
- / Qa0 ar

1—x
:/ flx+1)Qu(t)dt fly) =0 y<Oory>1

—x

Let u=x+t (t = u— z) so we have

1
= / f(w)Qn(u — z)du
0

We can think of @, (u — z) as a weighting average polynomial of our f(u). It remains to show that p,(x) are indeed
polynomials. From Liebniz’s Rule we have

d2n+1 82n+1
dx2n+1pn / f(u 5$2n+1 A3y @n (v — 2) du
@ is a polynomial of degree 2n

therefore p,, is itself a polynomial of degree at most 2n.
Note. Since f Qn(t)dt =1 then f(z f f(z t)dt (i.e. our @, is a weighted averaging function).
let € > 0, then we find 0 < § < 1 such that if |z — y| < 5, then |f(z) — f(y)| < § (by uniform continuity of f). Note
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that

mam—f@nzﬁ/

1

(et 0) = )0

-5 0
</"\ﬂz+w—f@ﬂ@awdvy/gﬂx+w—fquaow

- Ja
1
+/Wﬂz+ﬂ—f@ﬂ@aw&
)

< 2| flloov/n(1 = 0%)" + 5 + 2| flloov/n(1 = 6%) [fz+8) = fla)l <5 [t <9
€
<A /AL~ 8" 4
for every z € [0,1]. Let N be large enough so that 4| f[.oVN(1 — 62)N < §.
So Qn(x) is our desired p. O

Observation 31.4. Let P, = {p(z) = ap + a1z + ... a2z} C C[0,1] and @), € Pay,.

Let ¢1 : [—1,1] — C0,1] where ¢1(t) = Qn(t)f: where fi(x) = f(z + ).

There we can let p, = f_ll ¢1(t) dt which is a vector-valued integral.

Note that p, is essentially a convolution where we “mix two functions from two worlds (i.e. a polynomial and an
aribtrary uniformly continuous function) to get the best of both worlds”.

Observation 31.5. Note that the dirac delta function is exactly our @, as we take n — oo so that we have an
infinite mass at x = 0.

Proposition 31.1. Assume that f € C|0, 1] and that fol f(t)dt =0 and fol f(@)t"dt = 0 for all n. Then f = 0.
Theorem 31.2 (Banach-Mazurkiewicz Theorem). Let
ND([0,1]) = {f € C[0,1] || f is nowhere differentiable}

We claim N D([0,1]) is residual.

Proof. For each n € N. Let
1
Fn={f€C0,1] | exists xg € [0,1 — =] such that |f(zo+ h) — f(xo)| <nhforall 0 < h<1—x}
n
Note that

1. F, is closed

2. F,, is nowhere dense.
Let g be the continuous nowhere differentiable function we built and F' = gjjo 1) (vestrict g onto [0, 1]).

Note that p(x) + aF is in F§ for all n if p(z) is a polynomial and {p(z) + «F'} is dense.
3. (ND(C[0,1]))* € UpZy -
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32 November 28, 2018

32.1 (Cla,b],|'|l) is separable
Corollary 32.1. (Cla,b], ||||ec) is separable.

Proof. Let P, = {ap+a1x+...+apx" | a; € R} and Q,, = {ro+mz+...+rz" | r; € Q}. Note that P, is closed
(finite dimensional R"*! with norm metric, therefore it is complete and thus closed).

Since @,, and P, are R™*! but with different norms, then @Q,, = P,. The Weierstrass Approximation Theorem
implies that (2, @y is dense in (Cla, b], |||«

Since @, is countable then (Cla,b], ||-||c) is separable. O

32.2 Stone-Weierstrass Theorem (lattice version)

Question 32.1. Given compact metric space and a subspace ® of C(X) how can I tell if ® is dense?

Definition 32.1 (Point separating). Let (X,d) be a compact metric space. We say ® C C(X) is a point
separating if for every z,y € X, x # y, there exists f € ® such that f(x) # f(y).

Proposition 32.1. C(X) is point separating ((X,d) is compact).

Proposition 32.2. Given a,b € X, a # b, define f,(x) = d(a,z). Note that f,(X) € C(X) (distance function is
continuous) so f,(b) = d(a,b) > 0.

Note. Suppose that ® C C(X). Assume 1,72 € X, 71 # x2 are such that f(z1) = f(x2) for all f € ®. If g € D,

then g(z1) = g(z2). B
If ® is not point separating, then ® cannot be dense i.e. ® # X (so long as | X| > 2).

Definition 32.2 (Lattice). A subspace ® C C(X) is a lattice if f V g, f A g € ® for each f,g € & where

[V g(z) = max{f(x), g(x)}
fAg(z) = min{f(z), g(x)}

Note. 1.
£V o) = (f(z) + 9(x)) -2F [f(z) — g(z)|
is in C(X) for all f,g € C(X).
2.
fAg=—(=fV—g)
is in C'(X).

Therefore C(X) is a lattice.

Example 32.1. f € Cla,b] is piecewise linear (or polynomial) if 3 P = {a =ty < t; < ... < t, = b} such
that
f| [tig_1,tig] = TMUT + b; or ag; + a1 ;x + ...+ apx" for piecewise polynomial

Both piecewise Inear functions and piecewise polynomial are lattices.

Theorem 32.1 (Stone-Weierstrass Theorem (lattice version)). Let (X, d) be a compact metric space. Let ® be a
liner subspace of C'(X) such that

1.1€®
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2. ® to be point separating
3. fvgedforall fige ® (P is a lattice)

Then @ is dense in C'(X).

Proof.
Note. Given o, € R, a # b € X, we can find ¢ € ® so that ¢(a) # ¢(b). Let
i 9(t) —9(a)

note that g € ® (linear combination of ¢(t)), g(a) = o and g(b) = 5.

Let f € C(X). Let e > 0. Note for each pair z,y € X we can find ¢,, € ® such that ¢, (x) = f(z) and
¢2,4(y) = f(y) (from our observation above).

Let € X. Since ¢, 4(y) — f(y) = 0 we can find for each y € X there exists d, > 0 such that if t € B(y, d,) then
—€ < ¢y y(t) — f(t) < € (by continuity of ¢).

Since (X, d) is compact we can find {y1,...,yn} so that X =J | B(yi, d;) (open cover of all open balls of y € X
has finite subcover).

Let ¢y = ¢uy, V...V day, (the max function over all of them). If z € X then z € B(y;,, 6%‘0) for some y;, so

F(2) = € < by, (2) < da(2)

Since ¢y (z) — f(x) =0, for each z € X we can find ¢/, > 0 such that if t € B(x,d)) then —e < ¢, (t) — f(t) < e. As
before we can find {x1,..., 2y} such that X = J"| B(x;, 0, ). If z € X then z € B(x;,, 0, ) for some z;, so

¢(Z) = (stl(z) Ao N, (2) < (bﬂfimy(z) < f(z) te
hence if ¢ = ¢z, A ... A ¢s,, then f(z) —e < P(z) < f(2) +eforall z € X. O

Remark 32.1. Stone-Weierstrass theorem generalizes the Weierstrass Approximation Theorem since polynomials
are indeed lattices so the set of polynomials is dense in C'(X).

32.3 Subalgebra

Definition 32.3 (Subalgebra). A subspace ® C C(X) is a subalgebra if f - g(z) = f(z)g(z) € ® for all f,g € P.
For example, let P = J;7 | P, where P, = {ap + a1z + ...+ a,z"} is a subalgebra of Cla, b].

Lemma 32.1. If & C C(X) is a subalgebra, then so is .
Proof. Let f, = f, gn — g. Note that {f,},{gn} C @ since af, — af for all « € R and f,, + g, — f + g.
Note. {g,} is bounded if g, — g.

[fngn = flloo < llgnllllfn = FI + 1 fllscllgn — gl

and since f, — f and g, — g, then f,g, — fg.
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33.1 Stone-Weierstrass Theorem (subalgebra version)

Theorem 33.1 (Stone-Weierstrass Theorem (subalgebra version)). If & C C'(X) is a linear subspace such that
1.1€®
2. ® is point separating
3. f-gedforall f,ged

then & = C(X).

Proof. WLOG we can assume ® is closed since we know ® is an algebra.
We attempt to show fVg= f#—%lf—gl € ® using our subalgebra properties (then apply the lattice version) i.e. show
absolute of the functions are in ®.
Let f € . Let € > 0. Let M = || f||co. We know by the Weierstrass Approximation Theorem that we can find a
polynomial p(x) = ag + a1z + ... + apx™ such that for every t € [—M, M] then ||t| — p(t)] < e.
Consider po f =apl +a1f +...a,f" € D.
let # € X, then ||f(x)| — po f(z)| < € therefore |||f| — po f|loo < € which implies |f| € ® = ®.
Therefore f + g+ |f — g| € ® thus fV g € ®. By the SWT (lattice version) we have ® = & = C(X).
O

Remark 33.1. Stone-Weierstrass theorem generalizes the Weierstrass Approximation Theorem since polynomials
are indeed subalgebras so the set of polynomials is dense in C(X).

Example 33.1. Let P = {ap + a1z +...a,2" | n € N,a; € R}. Note that P[a,b] is dense by the Stone Weierstrass
Theorem (subalgebra version).

Example 33.2. Let ® = span{1,22,2%,...} ¢ C[~1,1] which is a subalgebra since 2%* for k € N is in ®, however
no function in @ is point separating at —1 and 1.

On the other hand @ is dense in [0, 1] since f(z) = 22 is injective and thus point separating on [0, 1] so ® is dense
in C[0, 1].

Question 33.1. Is ® = span{z?,2*,...} dense in C[0,1]?
Noif f € ® = f(0) = 0 so we cannot get an arbitrary continuous function as required by Stone-Weierstrass.

Question 33.2. What is the span of span{z2,z% 25,...} C C[0,1]?

It is S = {f € C[0,1] | f(0) = 0} which is closed (ideal) in C[0, 1] (that is a closed ideal is if g € C]0,1] then
g-feSforall feb).

Let f € S. then f € span{l,22,24,...} = C[0,1].

Note that S is a maximal ideal.

Example 33.3. Let X =[0,27) and [[ = {7 € C | |r| =1} (unit circle on complex plane).
Let ¢ : X — ] where ¢(6) = €. Note that ¢ is 1-1 and onto.

Define d : X — R by d(#1,62) = shortest arc length between €' and e?.

We can see that ([0, 27), d) is compact since it is = [ by ¢ i.e. C[0,27) =~ C([]) where

C[0,2m) = {f € C[0,2x] | f(0) = f(2m)}
The trigonometric functions on [0, 27) is defined as

Trig([0,27)) = span{1, cos(nx),sin(mz) | n,m € Z}
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which is a subalgebra of C[0,27), it can approximate any constant function since constant functions are periodic,
and it is point separating (cos(-) sepaarates a set of points different from sin(-) whose union covers [0, 27)).
Therefore Trig([0,27)) is dense in C[0,27). We can approximate any function using trigonmetric functions: this is
the heart of Fourier Analysis.

33.2 Stone-Weierstrass Theorem (complex version)

Definition 33.1 (Self-adjoint). Let (C'(X),C) = {f : X — C | f is continuous and bounded} and ||f|c =

sup{[f(z)| | = € X}. _
¢ C (C(X),C) is self-adjoint if f € & = f € P.

Theorem 33.2 (Stone-Weierstrass Theorem (complex version)). If (X, d) is compact and @ is a linear subspace of
(C(X),C) which is self-adjoint with

1.1e®
2. ® is point separating
3. f-gedforall f,ged

then & = (C(X),C).
(this is the analogous subalgebra version but for complex continuous functions).

Example 33.4. Let X = [0,27) and (C(X),C) = {f : X — C| f is continuous, f(0) = f(27)}. We define the
trigonometric functions on (C(X),C) as

Trige([0,27)) = span{e™ | n € Z}

We note that Trig([0,27)) is dense in (C[0, 27), C).

34 December 3, 2018

34.1 Compactness in C'(X)
Question 34.1. If (X, d) is compact and F
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